
-A2914 PERFORMANCE OF SEQUENTIALLY DECODED LONG CONSTRAINT /
LENGTH CODES FOR*A SA.. (U) AIR FORCE INST OF TECH
WRIGHT-PATTERSON RFB OH SCHOOL OF ENGI.. J A FRAZIER

UNCLASSIFIED DEC 82 RFIT/GE/EE/82D-32 F/G 17/2.1 NL/i/I/l/I/hII
EIhIIIIIIIIII
IllllhllhhllhI
EIIhlllhlhhIIl
llIIIIElllhhhE
lllllfllfllflflfl



--. -
-. IT 

.

"2 1. •1.-

P R O TT C

'IUO>A, - . . . . . . - -
f I. / , , ., , . .. L ... ,.', .. ' .. . .- . ."... ... .-. .-



S S S 0lot,

M*

0r

14



AFIT/GE/EE/82D-32

~~PERFORMANCE OF SEQUENTIALLY DECODED LONG CONSTRAINT "

LENGTH CODES FOR A SATELLITE COMMUNICI-xIONS
LINK IN A SCINTILLATED CHANNEL

THESIS

AFIT/GE/EE/82D-32 James A. Frazier, Jr.
Capt USAF

i DTIC
• ELECTEI

SFEB 2 3 1983

.,...Approved for public release; distribution unlimited

S.

,4%% , , % , " , o . . - . . - - . . , ., " , . - . •.. . . . - - - . , . . . , , - . .. . -



AFIT/GE/EE/82D-32

PERFORMANCE OF SEQUENTIALLY DECODED LONG CONSTRAINT

LENGTH CODES FOR A SATELLITE COMMUNICATIONS

LINK IN A SCINTILLATED CHANNEL

THESIS

Presented to the Faculty of the School of Engineering

of the Air Force Institute of Technology

Air University

in Partial Fulfillment of the

Requirements for the Degree of

Master of Science

by

James A. Frazier, Jr.

Captain USAF

Graduate Electrical Engineering

December 1982

Approved for public release; distribution unlimited.



Is

Pref ace

The purpose of this thesis was to evaluate the perform-

ance of sequentially decoded long constraint length codes for

a satellite communications link operating through a scintil-

lated channel. I feel the resultant comparisons made between

this convolutionally encoded system and the Viterbi decoded

implementation will provided insight for channel coding de-

cisions in the development of future tactical/strategic mili-

tary satellite communication systems.

I would like to express my deepest gratitude to my advi-

sor, Major Kenneth Castor for his dedicated and enthusiastic

technical direction throughout the entire project. In addi-

tion, I would like to thank the Flight Dynamics Laboratory

at Wright-Patterson APB, Ohio for allowing me to use their

computer facilities.

Special thanks is due to Captain Gary Krajci, Satellite

and C 3Branch, Air Force Weapons Laboratory at Kirtland AFE,

New Mexico for providing this thesis topic, and AFWL con-

tractor, Mission Research Corporation, Santa Barbara,

California for their technical support.

Finally, I want to express my sincere appreciation in

dedication of this thesis to my wife, Kathy and daughter,

Jeanine for their love, patience and support during this

effort. Their continuous encouragement and understanding

V made this thesis a special success.

James A. Frazier, Jr.



Contents

Page

List of Figures . . . . .. . . . .*

List of Tables . . . . . . . . . . . . . . *

Abstract . . . . . . . . . . . . . . . . . . *

I. Introduction .. ......... ...... . 1

Background ............ . . . . . . . 1
Problem Statement. . . . . . . . . . . . . 3
L imitations . . . . . . . . . . .. .. ...... 4
Approach-and Presentation . . . . . . . . . . 5

Ii. Signal Scintillation Effects on the Digital
Satellite Communications Link . . . . . . . . 7

High-Altitude Nuclear Environment.. . . . . 7
Signal Scintillation Characteristics . . . . . 8
Signal Scintillation Effects on the
Medium Data Rate Link ..... .. .. .... 14

III. Description of the Simulated EH?, 2400 bps,
DBPSK Link . . . . 0 . 0 . . . . . . . . 19

DBPSK Modem Simulator . .. .. .. .. . .. 23
*Signal Propagation Model . . . . . . . . . . . 24

Link Performance Analysis . . . . . . . . . . 25
Differentially Coherent Binary

Phase-Shift Keying . . .. . .. .. . ... 26
Signal and Noise Representation for the
DBPSK Receiver . .. . .. .. . . .. 29

DBPSK Demodulator . ... . .. . . ... 32

IV. Convolutional Codes . .. . .. ... . .. .. 38

-~Convolutional Encoding . . . . . . . . . . . . 38
Characteristics of Convolutional Codes . . . . 46
Convolutional Code Used for the Viterbi
Decoding Simulations .. . ... . . . . . . 49

Convolutional Codes Used for the Sequential
Decoding Simulions. . .. .. .. . . .. 51

V. Sequential Decoder Design and Implementation . . 54

Sequential Decoding and the Fano Algorithm . . 54
Limitation of Sequential Decoding . . . . . 55



3. Page

Fano Sequential Decoding Algorithm . .. 57
Variability of Decoder Computations . . . 69
Summary of Sequential Decoding Utility . 71

Sequential /ecoding Algorithm Selection . 72
Design Requirements . . . . . 73
Code Symbol Quantization for Soft Decision
SequentialDecoding .74

Sequential Decoder Implementation . . . ... 84
Decoder Input Test .... ........... .. 84
Initial Entry Section . . . . . . . . ... 84
Input Spction . . . . . . . . . ... . 86
Duplicate Convolutional Encoder Section, 87
Search Tree Stack .. . . . . . . . . o 89
Calculation of Branch Metrics . . . . . 95
Path Metric Calculation . .. . . . . . 99
Fano Algorithm ... ............... ... 101
Fano Algorithm Forward Loop Section . ... 101
Fano Algorithm Search Loop Section . . ono . 105

Approximation of Time Spent in the Search Loop 109
Sequential Decoder Verification Analysis . 115

VI. Viterbi Decoding . ................ 120

VII. Interleaving/Deinterleaving Implementation . . . 123

Synchronous Interleaving and Deinterleaving . 126
Synchronous Interleaver Implementation

for the Viterbi and Sequential Decoded
Link Simulations .. .... .............. 134

VIII. Sequential vs. Viterbi Decoder Performance.
for the AWGN and Scintillation Channel .... 137

Performance of Sequential and Viterbi
Decoding in AWGN . ............. 139

Performance of Sequential and Viterbi
Decoding in Scintillation . . . . . . . . . 154

Implementation Trade-offs for System
Application . . . . . . . . . . 167

IX. Conclusions and Recommendations . . . . . . . . 180

Conclusions . . . . . . . . . . . . . . . . . 180
Recommendations ...... . . . . . . .. 182

Bibliography . . . . . . . . . . . . . . . . 184

N

- v-* ~.~ ,. 4 ~%'* ~ ** . -iv



-. , Page

Appendix A: FSK-PSK Link Performance Code
User's Manual . . . . . . . . . . . .. 187

Appendix B: Sample of Simulation Output for a
Scintillated Channel . . . . . . . . . . 201

Vi a . . . . . . . . . . . . . . . . . . . . . . . . . 205

"- I

V. *'

AcceS~IO For
NTIS GRA&I
DTTC T IB

if ; ir at to

By_-
Distribution/_-

Availability Codes

val and/or

v

,-~~~~~~~~~ .,. , . ...,...: '- .. " ."" ." "" . .."



_A_!___77__-;1--.

0 List of Figures

Figure Page

1 Satellite Communications Through a
Striated Environment . .. . .. . .. .. 10

2 Example of Moderately Fast Fading Received
Signal Structure . . . . . . . . . . . . . . 11

3 Comparison of the Extent of Intense
Scintillation as a Function of Frequency .. 15

4 Range of Signal Decorrelation Times for
Variou Frequencies ... .. ....... 16

5 Simulated DBPSK Satellite Communication
Modem Processing Channel . . . . . . . . . . 21

*6 Link SimulatiPonroesse.. .. ....... 22

7 Example of DBPSK Modulated Waveform . . . . . . 27

8 DBPSK Modulator .. .. . ... . .. .. . .. 30

*9 Functional Diagram of Digital
DBPSK Demodaaor o. .. . ... .. . ... 31

10 Convolutional Encoder for a Rate 1/2,
Constraint Length 3 Code . . . . . . . . . . 40

11 Code Tree for the Convolutional
Encoder of Figurel10 . .. .. .. . .. .. 42

12 Trellis CoeRepresentationfo
*Encoder of Figure10 . .. .. .. . .. .. 44

13 Trellis Path for the Data Sequence
of Figure 10 . . . . . . . . . ..... . . 45

14 State Transition Diagram for the
Convolutional Encoder of Figure 10 .. . . . 47

15 Convolutional Encoder for Rate 1/2,
Constraint Length 7 Code .. . . . . . . . . 50

11 Convolutional Encoder for Rate 1/2,
Constraint Length 30Code . . . . . . . . . . 52

17 Convolutional Encoder for Rate 1/2,
Constraint Length 25 Code..... . . . . 53

N4 A
vi



Figure Page

18 Fano Sequential Decoding Algorithm
Flow Diagram . . . . . . . . . . . . . . . 63

19 Search Tree Paths for the Likelihood
Function Decoding Metric . . ......... 66

20 Paths in Search Tree for the Hamming
Distance Decoding Metric . ... . . . . 70

21 Eb/N Required to Operate at R=R
fo? a Coherent BPSY( AWGN ChannP. ..mp 76

22 Eb/No Required to Operate at R=Rcomp

for an Interleaved DBPSK Channel. - .. ... 77

23 Demodulator Thresholds for 8-Level Soft
Decision Code Symbol Quantization ...... 79

24 Example of a Encoder Output Code

Symbol Array for a Rate 1/2 Clde ...... . 89

25 Search Tree Stack .. ............. 90

26 Example of a Decoder Integer Symbol Metric
Array for a Rate 1/2 Convolutional
Encoded Link . . . o . .o. . . . o o o 97

27 Code Tree Diagram Using Integer
Symbol Metrics ............... 102

28a Flow Diagram for Forward Loop of the
Fano Algorithm ............... 103

28b Flow Diagram for Search Loop of the

Fano Algorithm . .............. 106

29 Flow Diagram of the Initial Entry Section . . . 110

30 Flow Diagram of the Input Section . . . . . . . 111

31 Flow Diagram of the Duplicate
Convolutional Encoder .. .... . . ... 112

32 Flow Diagram for the Calculation of
Branch Metrics .. ............ . 113

33 Flow Diagram of the Path Metric
Calculation Section .. o . . . . . o .. 114

vii

I



Figure Page

34 Sequential Decoder Performance in
Additive White Gaussian Noise . . . . . . . . 117

35 Received Message Error Characteristics of a
Sequentially Decoded Link in AWGN . . . . 119

36 Simplified Example of Interleaving/
Deinterleaving Process of
Randomizing Errors ...... .. .... 124

37 Example of a Synchronous Interleaver . . . 129

38 Example of a Synchronous Deinterleaver . 132

39 Sequential and Viterbi Link
Performance in AWGN . . . . . 140

40 Average Number of Sequential Decoder
Computations Required to Decode a
Single Data Bit of Information in AWGN . . . 144

41 Viterbi Decoded Message Errors in AWGN .... 147

42 Sequential Decoded Message Errors
in AWGN with K = 30 Code ......... 148

43 Sequential Decoded Message Errors
in AWGN with K = 25 Code ......... 149

44 Performance of Sequentially Decoded Link
with Various Decoder Path Memory Lengths . . 152

45 Encoded 2400 bps, DBPSK Link Performance
in Moderately Fast Scintillation . . . . . . 157

46 Encoded 2400 bps, DBPSK Link Performance
in Moderately Slow Scintillation . . . . . . 161

47 Encoded 2400 bps, DBPSK Link Performance
in Slow Scintillation. ......... . 164

48 Viterbi Decoded Message Errors in
Scintillated Signal Fading Conditions . . . . . 168

49 Sequential Decoded Message Errors in
Scintillated Signal Fading Conditions
with K = 30 Code ......... ... 169

viii

. ., .. . . , . . ,,.. , _I " m' , - i- . -. . ., ..



Figure Page

50 Sequential Decoded Message Errors in
Scintillated Signal Fading Conditions
with K = 25 Code ...... ....... 170

51 Average Number of Computations to Decode a
Data Bit in a Scintillated Channel with
R=1/2, K=30 Convolutional Encoding . . . . . 172

52 Average Number of Computations to Decode a
Data Bit in a Scintillated Channel with
R=1/2, K=30 Convolutional Encoding . . . . . 173

53 Average Number of Computations to Decode a
Data Bit in a Scintillated Channel with"* A-. R=1/2, K=30 Convolutional Encoding

and DPML = 150 . . . . . 174

A.1 PSK Data File ...... ................. ... 199

A.2 FSK Data File . . . . . . . . ............ 200

-- x

V-

4.,4

, p...

'5"'

, ::.,



List of Tables

Table Page

I Differential Encoding/Decoding Example . . . . 27

II Operation of the Fano Algorithm . . . . . . . . 67

III Integer Symbol Metric Table for
Rate 1/2 Encoded Link and 8-Level
(3-bit) Quantization ............. 80

IV Integer Symbol Metric Table for a
BSC Channel ............ ...... 82

V Integer Symbol Metric Tables for 1 and 2-Bit
Soft Decision Decoding ... ........... .. 83

VI Search Tree Table ....... ............... 91

VII Integer Code Symbol Metrics for 8-Level
(3-bit) Receiver Quantization . . . . . . . . 96

VIII Integer Code Symbol Metrics for a Rate 1/2
Convolutionally Encoded Link with
3-bit (8-Level) Receiver Quantization . . . . 122

IX Synchronous Interleaver Parameter rir the
Viterbi Decoded Satellite
Communication Link ............... ... 134

X Comparison of Synchronous Interleaver
Parameter Values for Various Code
Constraint Lengths ................. . 136

XI Constraint Receiver Desiqn Parameters . . . . . 138

XII Code Constraint Length and Corresponding
Decoder Path Memory Lengths for the
Viterbi and Sequential Decoded Link
Implementations ..... ............... . 138

XIII Simulation Data for 2400 bps, DBPSK
Link in AWGN ................. ...... 141

XIV Viterbi Decoded Performance Gains of the
R=1/2, K=7 Encoded Link Over the
Sequential Decoded Links in AWGN . . . . . . 143

x
",1 2

"I't



- . -J .:, !. o . - _ . : : . -,"" . - .. .

Table Page

XV Simulation Data for 2400 bps, DBPSK
Link in AWGN for Various Decoder
Path Memory Lengths ..... ...... .. 153

XVI Simulation Data for 2400 bps, DBPSK
Link in AWGN for Two Constraint Lengths . . . 153

XVII Simulation Data for a 2400 bps, DBPSK
Link in Moderately Fast Scintillation . . . . 158

XVIII Viterbi Decoded Performance Gain Over
the Sequential Decoded Links in
Moderately Fast Fading .. ........ .... 160

XIX Simulation Data for a 2400 bps, DBPSK
Link in Moderately Slow Scintillation . . . . 162

XX Viterbi Decoded Performance Gain Over
the Sequential Decoded Links in
Moderately Slow Fading . ........... . 163

XXI Simulation Data for a 2400 bps, DBPSK
Link in Slow Scintillation . ... ..... 165

XXII Viterbi Decoded Performance Gain of the
R=1/2, K=7 Encoded Link Over the

Sequential Decoded Links in Slow Fading . . . 167
-5

XXIII Eb/No Required to Maintain 10 Bit Error
Rate as a Function of Scintillation
Fading Rate . . . . . . .............. 171

xi



Abstract

Convolutional codes with long constraint lengths, on the

order of 25 to 30, can be decoded using the Fano sequential

decoding algorithm. While some increase in coding gain over

short codes may be achieved for small probabilities of bit

error, sequential decoding is not optimum and does not per-

> form as well as the Viterbi decoding algorithm. However,

because of power limitations on satellite downlinks, the

.. possibility of achieving some additional gain with long con-

straint length codes for the scintillated signal channel is

receiving increasing interest.

This report presents an analysis of the performance and

implementation trade-offs between short codes with Viterbi

decoding and long codes with sequential decoding in an addi-

tive white Gaussian noise channel and a scintillation channel

created by a high-altitude nuclear detonation. Performance

is provided for and EHF, 2400 bps, DBPSK modulated satellite

communications link in terms of bit error rates and decoded

bit processing delays. -.

Performance comparisons between the two convolutionally

'- encoded systems show Viterbi decoding outperforms the sequen-

tially decoded link for scintillated signal fading channels

at bit error probabilities greater than 10-5  The Viterbi

decoded link, however, loses its advantage over the sequen-

* .4 tially decoded systems at bit error rates less than 10 - 5 in

- slow fading channel conditions.

xii



I. Introduction

Background

Future military satellite communication systems serving

nuclear capable forces for command, control and communication

purposes require the highest degree of electromagnetic survi-

-4*SFvability. Electromagnetic survivability includes protection

against nuclear burst induced signal scintillation effects

which can degrade the performance of satellite communication

links. These satellite/C3 systems typically require low to

medium data rates and strongly emphasize the use of extremely

high frequencies (EHF) links.

Nuclear explosions produce a number of signal propaga-

tion disturbances that seriously threaten satellite link

performance. Resulting signal disturbances include absorp-

tion, noise, dispersion, Doppler shift, time delay, ref rac-

tion, angular scattering and scintillation. The spatial ex-

tent and duration of propagation disturbances depend primarily

on the nuclear burst parameters (height of burst, number and

location of burst, weapon yield) as well as on signal carrier

frequency and propagation path geometry.

The significance of propagation effects on system per-

formance depends strongly on link design (carrier frequency,

data rate, type of modulation, coding and tracking loop con-

figuration) as well as on power margin and system mission

- requirements. Some degradation of system performance,

Y~- .
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. ~ relative to that in normal undisturbed environments, is

generally inevitable in a nuclear-disturbed propagation

environment. However, proper attention to the nuclear propa-

gation threat and careful application of practical engineer-

ing techniques can provide hardened link designs that achieve

acceptable levels of survivability in nuclear environments.

Convolutional error correction codes are becoming widely

used to improve the efficiency of satellite links and other

radio communication channels. For example, maximum likeli-

hood decoding of such codes using the Viterbi algorithm can

provide a significant coding gain.

Greater coding gains are, in principle, achievable using

codes with longer constraint lengths. In terms of perform-

ance, the Viterbi maximum-likelihood algorithm is the optimum

method of decoding such codes. However, the computational

complexity of Viterbi decoding increases exponentially with

* the constraint length. Thus Viterbi decoding becomes imprac-

tical with long constraint length codes, on the order of 10

or more.

Codes with quite long constraint lengths, on the order

of 25 to 30, can be decoded using a form of the sequential

decoding algorithm. While some increase in coding gain over

short codes may be achieved, the sequential decoding algorithm

is not optimum and does not perform as well as the Viterbi

algorithm. However, because of power limitations on satel-

lite downlinks, the possibility of achieving some additional

2



gain with long constraint length codes is receiving increas-

ing interest.

The need for increased coding gain is particularly acute

when the link must operate in the presence of severe scin-

tillation or fading. Signal scintillation is frequently en-

countered at UHF in the natural ionosphere, especially in

the equatorial and auroral regions. Instances of naturally

occuring signal scintillation have also been observed well

in the gigahertz frequency band. In a nuclear environment,

signal scintillation can be encountered at all frequencies

used by satellite systems. There is, therefore, an increas-

ing need for techniques that improve link efficiency in both

undisturbed and disturbed prc,,jation channels. This need

has led to renewed interest in long constraint length codes

which in turn require the use of sequential decoding.

Problem Statement

The effort is directed toward an analysis of the perform-

ance and implementation trade-offs between a short convolu-

tional code with Viterbi decoding and long convolutional codes

with sequential decoding in additive white Gaussian noise

(AWGN) and signal scintillation fading conditions. These two

convolutional forward error correctional coding techniques

are to be implemented for a 2400 bps, differentially coherent

binary phase-shift-keyed (DBPSK) satellite communication data

link. Performance assessments are to be based upon digital

3

a . . . . . . . . . 4 - - -



link simulations using the Air Force Weapons Laboratory (AFWL)

FSK-PSK Link Performance Code. The emphasis in the final

product of this work is to be a comparative performance anal-

ysis for the Viterbi and sequential decoded satellite links

stressed to nuclear burst induced signal disturbances. Sys-

tem performance implications based upon implementation

"-', trade-offs are to be addressed for the scintillated channel

as well.

Limitations

The performance analysis is given in terms of bit error

probability versus the received energy-to-noise density

ratio. Lower bound on bit error rate is 10- 5 . Implementa-

tion trade-offs are evaluated in terms of decoder bit pro-

cessing delays.

Quantitative analyses of the performance of the Viterbi

decoded link versus the sequential decoded links are given

for the AWGN and scintillated signal channels. The link

simulations for the scintillated channel are done for signal

fading periods or decorrelation times (TO) equal to 0.016

sec , 0.05 sec and 0.16 sec , corresponding to moderate-

ly fast, moderately slow and slow fading channels respec-

tively.

The Viterbi decoded link uses a rate 1/2, constraint

length 7 convolution4l code and the long constraint lengthIcodes used in the sequential decoded links are rate 1/2,
4
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constraint length 25; and rate 1/2, constraint length 30.

Satellite link parameters include a 20 GHz carrier frequency,

2400 bps data rate, differential encoding, differentially

coherent binary phase-shift-key modulation/demodulation,

synchronous interleaving and deinterleaving of data, as well

as, the implementation of automatic gain control and automa-

tic frequency control of the received signal.

Approach and Presentation

The approach for generating the performance and imple-

mentation-trade-offs between the Viterbi and sequential de-

coding schemes involved detailed link simulations using the

AFWL FSK-PSK Link Performance Code. This code produces the

nuclear channel characteristics which create a scintillated

signal structure and simulates the processes of modulation/

demodulation, synchronous interleaving/deinterleaving and

forward error-correction channel coding of digital data.

The AFWL Code also measures satellite link performance in

terms of bit error rates.

The FSK-PSK Link Performance Code already had the capa-

bility to convolutionally encode a desired short constraint

length code (K < 8) and perform Viterbi decoding. There-

fore, the first major task involved designing a FORTRAN sub-

routine to emulate a sequential decoder.

This effort required the selection of "good" rate 1/2

* long constraint length codes and, more importantly, a sequen-

tial decoding algorithm. The sequential decoding algorithm

5
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had to be efficient and compatible with the AFWL Code. After

the algorithm was selected, the sequential decoder subroutine

was designed, implemented and tested. These last three tasks

were the most difficult and time consuming parts of the

project.

The second major task consisted of performing the actual

link simulations to obtain performance results for the convo-

lutional encoded systems in AWGN and scintillation conditions.

Lastly, the performance results were analyzed and implementa-

tion trade-offs for the Viterbi and sequential decoded sys-

tems developed.

We begin in Chapter II with a general discussion of

nuclear induced signal scintillation effects on satellite

communication links. Then in Chapter III, we learn about the

major components of the Link Performance Code and how DBPSK

link simulations are done.

Next, in Chapter IV we move to convolutional codes and,

in particular, the specific codes implemented in this inves-

tigation. In Chapter V, the entire sequential decoder design

and implementation effort discussed above is presented. Then

a brief description of Viterbi decoding is given in Chapter VI.

Before presenting the results of this project, synchron-

ous interleaving is discussed in Chapter VII. This is then

followed by results presented in Chapter VIII; and conclu-

sions and recommendations in Chapter IX.

6



II. Signal Scintillation Effects on the Digital

Satellite Commuunications Link

High-Altitude Nuclear Environment

~. High-altitude nuclear explosions produce greatly increas-

ed levels of ionization which cause a variety of signal prop-

agation disturbances. Such propagation disturbances include

absorption, phase shift, time delay, dispersion, polarization,

* rotation, refraction, multipath and increased noise levels

(Ref 7:21). If, in addition, the artificially enhanced iono-

spheric electron concentration becomes structured or striated#

then the propagating signal is also subject to fluctuation or

scintillations in phase and amplitude.

Nuclear detonations produce intense ionized regions due

to deposition of much of the radiated energy in the iono-

sphere. The spatial extent, location and duration of the

ionization are sensitive functions of detonation altitude and

also depend on weapon yield and other characteristics. At

high detonation altitudes, above 100 kin, the weapon energy is

deposited in a large volume, producing long-lasting ioniza-

tion in widespread regions of the ionosphere. Such high-

altitude detonations cause the plasma to become structured,

or striated, throughout large regions that extend to ex-

tremely high altitudes along the earth's magnetic field.

This small structure which resembles filaments of high elec-

tron content is primarily created by an instability generated

7



by a high-altitude neutral wind blowing in the direction of

decreasing electron concentration. Therefore, striations are

irregular ionization structures and refer to fluctuations in

electron density on a scale smaller than the scale of the in-

itial radiation deposition by a high-altitude nuclear deto-

nation.

Striations extend to extremely high altitudes on the or-

der of 10,000 to 30,000 km. The horizontal extent of the

plasma can be several hundred kilometers at the lower alti-

tudes and considerably larger at the higher altitudes due to

the divergence of the geomagnetic field lines. Nuclear

striations can have a significant impact on electromagnetic

signal propagation transversing the large spatial regions

W2 affected by the burst. In addition, fully developed stria-

tions will exist within a few tens of minutes, and once form-

* ed, will persist for time periods of several hours.

Signal Scintillation Characteristics

In the nuclear disturbed ionosphere, random fluctuations

- of electron density (striations) cause radio waves to be

* scattered, producing random variations in received signal

amplitude and phase. Such signal variations are called scin-

tillations or fading. If all the frequency components of

*the received signal vary essentially identically with time,

the propagation channel is referred to as time selective or

flat fading. When the scintillations exhibit statistical

'p8



decorrelation at different frequencies within the signal band-

w idth, the channel is referred to as frequency selective.

Because of the relatively narrow bandwidth of the 2400 bps,

DBPSK link considered in this thesis, the time selective fad-

* ing response of the system was the only m1ajor signal scintil-

lation condition to be analyzed.

Figure 1 illustrates the geometrical nature of the prob-

lem. Propagation of satellite signals through a large stri-

ated region presents the problem of radio wave propagation

through a thick medium composed of random fluctuations in the

index of refraction. This problem can best be demonstrated

by considering an unmodulated carrier wave traversing the

striated region. The wave first suffers random phase per-

turbations due to variations in the phase velocity within the

medium. As the wave propagates further, diffractive effects

introduce fluctuations in amplitude as well as phase. These

time-varying amplitude and phase scintillations represent an

undesired complex modulation of the carrier.

Figure 2 represents a typical scintillated signal struc-

ture. The amplitude scintillations seen over this small por-

tion of time are shown at the top, with the corresponding

phase scintillations at the bottom. Note that many (if not

all) of the amplitude fading spikes in the top portion of the

- - figure correspond in time with the phase spikes or glitches

at the bottom. It is the combined effect of the amplitude

and phase scintillation which causes receiver degradation

9
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beyond that which occurs in the normal undisturbed additive

white Gaussian noise (AWGN) environment.

Nuclear environment and signal propagation studies have

. characterized scintillated signal amplitude fluctuations as

Rayleigh distributed and the combined amplitude and phase

*.fluctuations are approximated by an f-4 signal power spec-

trum (Ref 7:34, 122-126) and (Ref 28:2). A detailed discus-

sion of scintillated signal structure specification is pro-

vided by Wittwer (Ref 28:1-4).

The most important signal parameter affecting receiver

performance for the time selective fading channel is the

-" scintillation fading rate. This is measured by the signal

decorrelation time, To. Values of To are likely to be any-

where in the range from around a millisecond to about 10

seconds. Large values of To represent slow fading and small-

er values of To are applicable to rapid or fast fading. The

structure in Figure 2 has a moderately fast fading rate

(o M- 0. 5 sec)

More precisely, T0 is the signal decorrelation time de-

fined to be the e- I point on the time autocorrelation func-

tion of the complex electric field at the receiver (Ref 7:

137). The parameter To is related to the signal correlation

distance 10 and an effective velocity Veff by

To =10 sec (1)

Veff

12
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The signal correlation distance 1o is similarly defined

as the e- 1 point on the spatial autocorrelation function of

the complex signal in the receiver plane. That is, it is

the distance from a point on the receiver plane in which the

complex signal falls to a value of e- 1 times its nominal re-

ceived signal level.

The effective velocity in Eq (1) is a weighted average

of the component of the relative velocity between the propa-

gation path and striated medium in a direction normal to the

path and normal to the geomagnetic field-aligned striation

axes. Thus this effective velocity is a function of many

system and environmental parameters. These include satellite

and airborne terminal velocities, striation drift velocities,

orientation of the geomagnetic field and propagation path

geometry (Ref 7:41).

An additional way to define To is first to define the

complex modulation envelope of the received signal that was

imposed by the propagation medium as E(t) = Eo + Es(t) ,

where Eo is the mean signal component and Es(t) is the random

scintillating component. Then RS(T) = Es(t) Es (t+T) is

the autocorrelation function of the random component, and To

is defined such that Rs(T0 ) = e-lRs(O) (Ref 6:37).

Signal scintillation is a widespread and long-lasting

propagation disturbance in a high-altitude nuclear environ-

ment. A single detonation can produce intense UHF scintil-

lation throughout regions that extend over CONUS-sized areas.

13
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The spatial extent and duration of significant satellite link

disturbances caused by high-altitude nuclear burst decrease

with increasing frequency (Ref 12:2). Figure 3 compares the

predicted extent of intense scintillation at UHF, L-Band

(1.5 GHz), S-Band (2.25 GHz), X-Band (7.5 GHz) and EHF (20 to

45 GHz). At UHF signal scintillation effects are likely to

persist for several hours.

In general, signal scintillation will decrease in sever-

ity with increasing frequency, but remain potentially signi-

ficant even at EHF. A 20 GHz satellite communications link

like the one analyzed in this report could be subject to a

scintillation region that may extend a few hundred kilometers

and persist up to an hour after a high-altitude nuclear

qy burst. In addition, the range of To for a 20 GHz link is:

0.013 s < To < 0.90 s (Ref 12:8). The range and time extent

of -ro for a carrier frequency is shown in Figure 4.

Signal Scintillation Effects on the Medium Data Rate Link

The purpose of this section is to present an overview of

the dominant effects of time selective signal scintillation

on a medium data rate (2400 bps) satellite communication

link. Emphasis here is on the uncoded link but the interest

in the coded link as a mitigation technique will be discussed

as well.

Medium-data-rate links are severely degraded in rapid

fading (small TO) when the signal scintillation rate exceeds

14
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a fundamental rate characteristic of the demodulator. This

fundamental rate characteristic is the data rate or code

symbol rate at which the RF carrier wave is being modulated.

Receiver degradation of this kind is primarily due to the

phase scintillation effects rather than the scintillated am-

plitude fading. Fast fading in essence re-modulates the pro-

pagated radio wave and subsequently generates demodulated

data bit or code symbol errors in the receiver due to lost

of phase coherence and/or the spreading of received signal

energy over a wider undetectable bandwidth.

The probability of demodulated bit errors (BER) improves

as the received bit energy to noise ratio (Eb/No) increases.

In extremely rapid fading, To = 0.004 sec , for example,

the BER improvement slows down and eventually levels of at

some maximum value of Eb/No. This leveling off of BER per-

formance vs Eb/No is because phase scintillation is not re-

duced by increasing the signal power. In fact, the initial

BER improvement with increasing Eb/No is due to the reduction

of the contribution of amplitude fading with increased re-

ceived signal leVels or link margin (Ref 7:146). The demod-

ulated errors, which can occur frequently with low Eb/No, are

in general memoryless or uncorrelated. It is worthy to note,

that the memoryless channel characteristics generalized by

rapid phase scintillation is one reason forward error correc-

tion coding using convolutional codes and Viterbi or sequen-

tial decoding is a useful mitigate.

17
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Amplitude fading and noise are the dominant sources of

link degradation at slow fade rates (large TO) and low Eb/No.

This performance reduction is directly interpretable in terms

of loss in effective link power margin. In the slow fading

channel demodulated symbol errors are no longer uncorrelated

but occur in burst or clumps. For the EHF link, slow fading

channel conditions are encountered more frequently and over

longer periods than faster fading channel conditions. To

enable forward-error-correction, convolutional encoded sys-

tems using Viterbi or sequential decoding must incorporate

some kind of interleaving. Interleaving is used to randomize

the errors that are generated by the slow fading channel, and

thus improves the effectiveness of convolutional codes in

providing a powerful random-error correction capability for

the link.

Error-correction coding and interleaving can provide

significant mitigation of scintillation fading effects where

feasible in terms of bandwidth, power and allowable data

through put delays. Previous link assessments at other data

rates have shown convolutional codes with Viterbi decoding

typically provide improved performance in a disturbed channel

(Ref 7:152-164) and (Ref 12:3-52).

ii
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III. Description of the Simulated EHF, 2400 bps, DBPSK Link

The performance assessment of sequentially decoded long

constraint length codes and EHF, 2400 bps, link in both the

additive white Gaussian noise (AWGN) and nuclear scintillat-

ed signal environment was performed using detailed digital

computer generated link simulations. All of the DBPSK link

simulations were done using the AFWL FSK-PSK Link Performance

Code. The AFWL code produces software realizations of an

actual DBPSK modem or receiver that is typically implemented

in digital hardware and software.

One of the most important reasons for using detailed

digital simulations is because it is not possible to obtain

exact analytical expressions for bit error probability for

any phase-shift keyed (PSK) link with convolutional coding

and sequential or Viterbi decoding, even for an AWGN channel.

Furthermore, in the presence of signal amplitude and phase

scintillation disturbances, conventional analytical techni-

ques are hopelessly inadequate to evaluate the performance of

PSK links (Ref 3:119). Therefore, the approach taken here

entails the use of detailed simulation models of convolu-

tional encoders, and sequential and Viterbi decoders in con-

junction with the digital simulation model of the DBPSK modem.

One reason for detailed digital link simulations entails

the essential requirement for a nuclear induced scintillated

signal structure which; otherwise, would have to be produced

19
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by a high-altitude nuclear detonation. In addition, commer-

cially produced sequential and Viterbi decoders were unavail-

able. Link simulations also provide the capability to easily

change receiver design parameters and received signal para-

meters, as well as, providing easily accessible and derived

statistical link performance assessment results.

The AFWL FSK-PSK Code is a program which simulates the

operation of several types of receivers used in frequency-

shift keyed (FSK) and phase-shift keyed (PSK) satellite com-

munication links in normal and disturbed propagation condi-

tions. Desired modem design parameters and signal descrip-

tions are inputs to the FSK or PSK modem simulation programs.

The resulting output includes the received messages and var-

CV ious other performance measurements for the satellite commun-

ications link. A description of the PSK and FSK data files

is provided in Appendix A.

Representative DBPSK satellite communication modem pro-

cessing channels implemented in the link simulations for this

investigation are illustrated in Figure 5. In addition,

Figure 6 shows in block diagram form the three independent

processes employed in performing the channel encoded 2400

bps, DBPSK satellite link simulations. As illustrated by

Figure 6, the processes include signal propagation modeling,

DBPSK modem modeling, and the link performance analysis.

.. 2
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Figure 6. Link Simulation Processes.

22



DBPSK Modem Simulator

The DBPSK receiver simulator model is a straight forward

digital software implementation of differential encoding of

the information bit stream, convolutional encoding, inter-

leaving, DBPSK modulation and demodulation, soft-decision

quantization' of received symbols, deinterleaving and Viterbi

or sequential decoding. Within the demodulation section of

the simulation, the automatic frequency control (AFC) and

automatic gain control (AGC) receiver functions are imple-

"' mented as well. In addition, the DBPSK simulator interprets,

transmits and receives a user generated message, up to 80

characters long, lasing 6-bit ASCII character text.

Since an actual DBPSK receiver would be implemented

primarily in digital hardware or software, the implementation

.-. is precise for much of the simulation, with the exception

that a general-purpose digital computer, Digital VAX 11/780

used in these link performance analyses, operates with more

resolution than is typical of special-purpose hardware

(Ref 7:94). Because encoders and decoders are actually

-. implemented digitally, the digital DBPSK modem simulations of

these devices are more than a simulation; they are in fact

actual devices implemented in a Fortran-coded computer pro-

gram. The details of the various functions modeled by the

DBPSK modem will be explained later in this chapter. The

computer simulation models of the convolutional encoders,

synchronous interleaver, sequential decoder and Viterbi

23

[,-. ,- .. , . " , "; ,- .- .- * . ... .. . • . . . . .. . . . - .'... . . . .-



. .- . .- . .

decoder that were developed for this investigation or already

existed in the AFWL code are described in the following

chapters.

S ignal Propagation Model

A detailed description of how the scintillated signal

structures are generated is beyond the scope of this thesis;

however, sufficient documentation exist on the specific

characteristics and techniques for modeling a scintillated

signal (Ref 28:4 . For the purpose of this investigation,

it suffices to say time selective (flat fading) nuclear scin-

tillated signal structures are provided to the DBPSK simu-

lator to induce the degraded modem performance discussed in

Chapter II.

The signal propagation model consists of a set of data

files which represent scintillated signal structure reali-

zations that were calculated using a detailed numerical prop-

agation method called the multiple phase screen (MPS) tech-

nique. Outputs of the MPS calculations provide detailed

predictions of signal amplitude and phase scintillation

caused by the relatively small-scale ionization irregular-

ities in striated regions along the propagation paths. The

resulting data file or MPS realization contains the signal

amplitude and phase fluctuation samples needed to generate

the desired scintillated signal fading period, Too.

These scintillated signal amplitude and phase fluc-

tuation samples are inputted directly into the DBPSK modem

24



simulator by way of a signal sampling routine in the AFWL

FSK-PSK Code. These samples define the signal structures

present at the input to the receiver. The DBPSK modem simu-

lation model remains completely independent of the technique

used to obtain the desired signal amplitude and phase charac-

teristics for a particular link simulation.

White Gaussian noise is added to the signal components

that are produced in the demodulator prior to baseband pro-

cessing. AWGN samples are always injected into the quadra-

ture components of the demodulated signal whether the link

simulation is being performed for the normal or disturbed

propagation channel. The relationship between the demodu-

lated signal components and the AWGN samples will become more

evident in a later section on the DBPSK demodulator. Each

AWGN sample consist of a pair of independent Gaussian vari-

ates generated by a subroutine in the AFWL Code..

Link Performance Analysis

Results from the detailed digital simulation of the DBPSK

modem are input to the link performance analysis section.

Performance data is outputted as functions of important sig-

nal parameters (To and Eb/No). The link analysis output in-

cludes the actual received messages, demodulator and decoder

error summary, statistical error rates for uncoded DBPSK,

frequency tracking error statistics, measured signal statis-

tics, and for sequential decoder simulations, the number of

data bit computations. Refer to examples in Appendix B.

25
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Satellite communications link performance measurement of

most interest for the DBPSK modem simulations with Viterbi

decoding is the received decoded bit error rate (BER). The

BER as well as the number of bit computations are the signi-

ficant measurement values for the link performance involving

sequential decoding.

" Differentially Coherent Binary Phase-Shift Keying (DBPSK)

Phase-shift keying (PSK) is a technique for transmitting

digital information, 'l',s and 'O',s, over a radio frequency

(RF) communications channel. As shown in Figure 7, the digi-

tal sequence is usually represented as a signal consisting of

positive and negative voltages. Binary '1's and 'O's are

represented by +1 volts and -1 volts respectively. This

baseband signal modulates a RF carrier wave so as to change

the phase of the carrier signal upon the transition of a '1'

to a '0' or vice versa.

There are two binary PSK modulation schemes commonly

used to transmit digital data; coherent binary PSK (BPSK)

and differentially coherent binary PSK (DBPSK). Both methods

refer to the technique used at the receiver to demodulate a

data stream. In both cases, a digital sequence is demodulated

by establishing some kind of phase reference with the received

modulated signal. BPSK requires the acquisition of a local

reference signal in phase coherence with the received carrier;

whereas, DBPSK obtains a phase reference by comparing the

. 26
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Figure 7. Example of DBPSK Modulated Waveform.

TABLE I

Differential Encoding/Decoding Example

Message sequence: 1 0 0 1 1 1 •0 0 0

Encoded sequence: 1 1 0 1 1 1 1 0 1 0
Reference

digit

Transmitted phase: 0 0 w 0 0 0 0 i 0

Transmitted encoded+ + - + + + + - + -

bipolar signal:

Received encoded: 1 1 0 1 1 1 1 0 1 0
sequence

Received sequence: 1 1 0 1 1 1 1 0 1 0
delay one bit

Decoded sequence:
(Rx seq.) X (Rx delayed

seq.) 1. 0 0 1 1 1 0 0 0

27
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carrier phase of the current signaling interval with that of

a previous signaling interval. Thus, a DBPSK receiver uses

a demodulation technique which detects a relative change in

phase from one signaling interval or bit period to the next.

A decision of a Il' or '0' is then made based upon the re-

sultant demodulated output signal amplitude or polarity.

The implementation of DBPSK scheme requires: (1) the

mechanism causing an unknown phase perturbation on the signal

varies so slowly that the phase is essentially constant from

one signaling interval to the next. (2) The phase during a

given signaling interval bears a known relationship to the

phase during the previous signaling interval. Whether the

former requirement is satisfied depends, for example; on the

stability of transmitter oscillator and the receiver's local

oscillator, signal phase changes induced by various distur-

bances, and so on.

The latter requirement is met by employing differential.

encoding of the binary message sequence of the transmitter.

Table I shows an example of differential encoding and the re-

sultant demodulated sequence. Differential encoding is a

a...'match-mismatch encoding process between the message sequence

and the encoded sequence. If the new data bit in the message

sequence is equal to the last encoded bit, the new encoded

bit becomes a '1'. In the case of a mismatch, the encoded

bit will be a '0'. Differential'encoding of the 2400 bps

28



data was incorporated in all of the link simulations perform-

ed in this investigation.

The block diagram of Figure 8 illustrates the generation
4-

%

of DBPSK. The negation of an EXCLUSIVE-OR logic circuit per-

* forms the differential encoding operation. Following, a

level shift at the output of the logic circuit so that the

encoded message becomes bipolar, the DBPSK signal is produced

by multiplication with the carrier. The resultant trans-

mitted DBPSK signal is a double sideband modulated signal.

Signal and Noise Representations for the DBPSK Receiver

This section describes the received signal for the DBPSK

demodulator. The AFWL FSK-PSK Code utilizes a digital sam-

pled data receiver structure, illustrated in Figure 9, in

which the DBPSK demodulator is implemented as a quadri-

correlator. The development below begins with the mathema-

tical representation of incoming signal plus noise and pro-

ceeds to the decision variables for the DBPSK demodulator.

Analytical expressions for the signal and noise within the

demodulator are given in terms of received signal parameters

and noise power spectral density. The quadricorrelator sig-

nal and noise presentation is the same as developed in an

AFWL technical report on signal propagation effects on

various satellite systems (Ref 7:47-96).

29
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DBPSK Demodulator. The intermediate frequency (IF) sig-
nal at the quadricorrelator in Figure 9 can be written in

general form as

s(t) = /7 A(t)cos[wot+6(t)+m(t)] (2)

where

A(t) = signal voltage amplitude

8(t) = unmodulated signal phase

m(t) = signal modulation

W0 = nominal carrier frequency

The factor /Z is used for convenience in the following

anaylsis.

For DBPSK, the function m(t) represents the binary

phase-shift keyed modulation, i.e.,

m(t) = 0 or w (3)

corresponding to the two binary data states.

The band-limited (IF filtered) noise may be written as

n(t) = (t n(tcoswot - /7 n 2 (t) sinwot (4)

m= nmt)cos wot+atI (5)

where nl (t) and n2 (t) are independent zero-mean Gaussian

random processes, and

2 2 N 0B,n n (6)
1 a 2  2

Mn (t) = Mn(t) + n2 Z(t) (7)

;'P' 32
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. ,... at) = tan [ (t (8)

N= one-sided noise power spectral density

B = IF filter noise bandwidth

The input signal plus noise is passed through an AGC

with gain G(t) and is then translated down in frequency to

form two quadrature baseband channels, as shown in Figure 9.

Let the local oscillator output be represented by

v(t) = / cos[W t+e(t)] (9)
.

- where O(t) is the local oscillator phase relative to the

nominal carrier phase Wot.

U The two quadrature baseband. voltages are the lowpass-

filtered outputs obtained by mixing the IF signal with the

local oscillator:

i(t) = G(t)[s(t)+n(t) /7 cos[wot+0 (t)] (10)

q(t) = G(t) Is(t)+n(t)] / cosI wt+ (t)+1] (11)

, Retaining only difference frequency components, the two

baseband voltages are

i(t) = G(t){A(t)cos[ (t)+m(t)] + ni(t)} (12)

q(t) = G(t){A(t)sin[*(t)+m(t)1 + nq(t)) (13)

N .
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where

0(t) = 6(t) - M(t) (14)

ni(t) = nl(t)cose(t) + n2 (t)sine(t) (15)

nfqt = n 2 (tcosB(t) - n l tsine(t) (16)

The quadrature noise voltages ni(t) and nq(t) are

independent zero-mean Gaussian random processes and have the

same variance as nl (t) and n2 (t)

o 2 = 2 _ 0  (17)
n i  q 2

In each channel the signal is sampled by an integrate-

and-dump sampler at intervals of T seconds:

kT1I= i(t)dt (18)
T (k-1)T.

a 1 1

f = T q(t)dt (19)
(k-1)T

where k is a discrete time index. This results in the

following digital samples

I k = Gk[AkcOs(Ok+mk) + xk] (20)

Q = Gk[Aksin(k+mk) + yk ]  (21)

34
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where for simplicity in these expressions the AGC gain,

signal phase,, and signal level have been approximated by

constants over the sample interval. The noise samples xk

and are uncorrelated zero-mean Gaussian variables with

variance

x = - T-- (22)

The sampled waveform of Eqs (20) and (21) has the modu-

lation component mk 0 or. ir , which, as previously men-

tioned, can be viewed as bipolar amplitude modulation.

With differentially coherent demodulation, the Ik  and

Qk samples are first accumulated over a data bit period if

the receiver sampling rate exceeds the bit rate:

=- I(23)

QK K £  K (24)
k=l

where K is the number of samples per bit. A similar accu-

*. mulation of samples over a preceding bit provides the refer-

ence for DBPSK demodulation. The binary decision variable

is obtained by a "dot product" of the current sample pair

and the reference samples:

KD = IKR + OKOR (25)

35
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where I R and OR are the reference samples. The binary

decision is given by the polarity of D

In the 2400 bps, rate 1/2 encoded, DBPSK link simulations,

the I and WK samples were actually accumulated over a

code symbol period corresponding to:

.... ,TD

T = (26)C R

- - where

T = data bit period = 1/2400 sec
D

= 1/2400 sec

R = convolutional encoding rate = 1/2

= 1/2

" ie.,

Tc = 1/4800 sec

.20.83 ms

The receiver A/D sampling rate used in the simulations

was equal to the Nyquist sampling rate or twice the modula-

tional symbol rate given by:

F 2

""T' (27)

= 9600 Hz

thus, the number of samples per received code symbol was,

K = 2

.3
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In addition, the demodulated code symbols in the link

simulations were quantized upon the polarity and amplitude

value of D in Eq (25).

Finally, the automatic frequency control (AFC) and

automatic gain control (AGC) will not be presented in this

document but are described in detail in other references

(Ref 7:69-72, 179-188) and (Ref 5;119-129, 165-171). AGC

and AFC types and corresponding parameters used in the DBPSK

link simulations are shown in the sample outputs of Appendix A.
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IV. Convolutional Codes

Convolutional Encoding

There are two requirements for the use of convolutional

encoding in the digital satellite link simulations. The

first requirement simply entails the necessary channel en-

A coding data. An input data stream is shifted into the con-

volutional encoder and the output from this encoder is used

to modulate an RF carrier for subsequent simulation of the

propagation, demodulation and decoding processes. Second,

the Viterbi and sequential decoders at the receiver utilize

an encoder of identical configuration to that used in the

encoding process.

The convolutional encoder is commonly described as a

linear finite state machine consisting of a multi-stage (bK)

binary shift register and a specified number (v) of modulo-

two adders. Each adder is connected to certain stages of the

binary shift register. Input data bits are shifted into and

through the shift register b bits at a time. After each

b-shift, the modulo-two adders are sequentially sampled

yielding v code symbols. At a particular sample time, each

code symbol which is generated depends on the current con-

tents of the encoder shift register and the pattern of con-

nections between the shift register stages and the modulo-

two adder generating that code symbol. As v code symbols

are generated, they are sequentially used to modulate a RF

38
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carrier. The code rate R ,is the ratio of input informa-

tion bits to output symbol bits. Thus R = b/v where

The code constraint length, K ,is the number of b

bit shifts over which a single information bit can influence

the encoder output. The state of the encoder can be speci-

fied, at any time, by the contents of the first, b(K-1)

* * shift register stages, and the number of possible states is

2b(K-1) The number of possible transitions from any one

state to other states depends on the number of input data

bits (b) shifted into and through the shift register at a

time, spe'nifically 2b transitions.

Figure 10 shows a binary-input, binary-output convolu-

tional encoder consisting of a three stage binary shift re-

gister with two modulo-two adders where b = 1 ,K = 3

and v =2 .It is assumed that the encoder is initially

in the zero state, i.e., the shift register is initially

cleared. As the first information bit is inserted in the

left-most shift register stage, the shift register contents

are shifted to the right one stage. As a result of the first

input bit in the data sequence (a '1' at t = 1 ),the en-

coder state as specified in the first two stages reflects a

transition from state 00 to state 10 .The output code

symbol set generated by the modulo-two adders are two 'l'

bits, which are used sequentially to modulate the carrier.

As indicated by Figure 10, subsequent input data bits are
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shifted into and through the encoder shift register which in

turn generate additional code symbol bits.

Figure 11 is the tree diagram representation of the con-

volutional encoder shown in Figure 10. The vertical members

in this tree are referred to as nodes and correspond to the

time intervals an information bit is inputted into the en-

coder. The horizontal members are branches and denote the

output code symbol bits for that position on the tree. By

convention, at each node location in the tree, one moves down

if the input bit is a c-ne, and up if it is a zero. There-

fore, if the first input bit is a zero, the resulting output

code symbols are those shown on the first upper branch, and

the encoder has-made a transition to state 00, designated 'a'

~ in Figure 11. On the otherhand, if the first input bit is a

one, the encoder makes a transition to state 10, designated

b' and these output code symbol bits are shown on the first

lower branch. Similarly, if the second input bit is a zero,

the tree diagram is traced to the next upper branch, while

if it is a one, the diagram is traced downward. Thus, all 32

possible paths representing the state transitions and output

symbol bits associated with each path can be traced for each

of the 32 permutations of the first five input data bits.

The dashed line in Figure 11 indicates the path for the par-

ticular input sequence shown in Figure 10.

Note in Figure 11 after the first three branches, the

structure of the tree becomes repetitive. Specifically,
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beyond the third branch, the code symbols on branches coming

from any given state (a, b, c, d) are identical, and the

state transition sequence is the same. This occurs because

as the fourth input data bit is shifted into the first (left-

most) stage of the encoder, the first input data bit no

longer has any effect on the encoder output symbols. There-

fore, any input data sequence will create identical code

symbol sequences after the third branch.

The trellis diagram, Figure 12, is frequently used to

show the encoder output given an input sequence. The name is

appropriate because of its tree-like structure with emerging

branches. By adopted convention, the code branches produced

by a zero input information bit are shown as solid lines and

code branches produced by a one input bit are shown dashed.

The following example demonstrates how the trellis diagram

can be interpreted. If the register is in state 00 and a one

is input, the next state is 10. From 10 a zero input would

produce state 01, etc. The path through the trellis diagram

for the data sequence of'Figure 10 is shown in Figure 13.

Another important diagram that is used to demonstrate

the properties of any particular encoder is the state transi-

*tion diagram. This type of diagram is developed by using the

properties of the encoder in terms of the current state

(first b(K-1) stages), the immediately preceding state

(last b(K-1) stages), the input data bit(s) causing the

state transition bit(s) located in the first b stage(s)
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and the resulting code symbol bits generated by each modulo-

two adder operating on the appropriate binary shift register

contents. This can best be seen through an example. Refer-

ring to Figure 14, if the contents of the shift register are

100 as shown at t = 1 , this indicates a transition to

state 10 from the previous state 00 which was caused by an

input data bit '1' and produced the two output symbol bits,

11. As a result, Figure 14 shows the state transition dia-

gram segment connecting nodes a and b .In a similar

manner, if the shift register contents are 010, as indicated

in Figure 10 at t = 2 , this reflects a transition to

state 01 from state 10, caused by an input data bit ' and

producing code symbol bits of 10. This can be seen in Figure

14 as the branch connecting nodes b and c

Characteristics of Convolutional Codes

.. ~*.A convolutional code is often characterized by a measure

of code "goodness" known as its minimum free distance. The

minimum free distance, dF I is defined as the minimum number

of encoded symbols in which any two arbitrarily long encoded

sequences differ (Ref 23:205). The larger the minimum free

~. -. distance the more powerful the error correction capability.

Convolutional codes used in the Viterbi decoding and sequen-

tial decoding simulation have large free distances.

Convolutional codes are also characterized as systematic

or nonsystematic. This characteristic is determined by the
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pattern of connections between the modulo-two adders and the

stages of the encoder binary shift register. A systematic

code produces an output sequence from one modulo-two adder

which is a replica of the input data stream. The principle

* .4 advantage of systematic codes is that the information se-

quence is easily recoverable from the encoded sequence. Non-

systematic codes, in general, have an inherent superiority

in undetected decoded bit error probability over systematic

codes when used with sequential and maximum likelihood de-

coders. Costello (Ref 8:806-813) has shown that for a given

constraint length, K , more free distance can be obtained

with nonsystematic codes than systematic codes. In addition,

the computational behavior of nonsystematic codes with se-

quential decoding is identical to that of the best systematic

codes.

The final code characteristic to be discussed is that

of a catastrophic code. A catastrophic code will allow a

finite number of channel symbol errors, outputted from the

demodulator, to cause an infinite number of data bit errors

to be decoded (Ref 22:28-31). To generate a desirable non-

catastrophic code at least one of the encoder's modulo-two

N. adders should have an uneven number of connections.

The convolutional codes used in the satellite simula-

tions incorporating Viterbi decoding and sequential decoding

are nonsystematic and noncatastrophic.
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* Convolutional Code Used for the Viterbi Decoding Simulations

As specified by the AFWL thesis sponsor a rate 1/2,

constraint length 7 convolutional code was used for all the

simulations entailing Viterbi decoding. This is a popular

code used in several satellite communication systems. A

rate 1/2, constraint length 7 code is one in which each input

data bit causes two binary code symbols to be transmitted and

affects seven consecutive pairs of encoder output symbols.

The encoder configuration for this code is given in octal

notation as (133, 171)8 .in addition, the code has a mini-

mum free distance of 10, which is the maximum value that can

be obtained for a rate 1/2, constraint length 7 convolutional

code (Ref 21:371-372).

or octal notation of the encoder configuration is used to

describe the connection patterns of the 2 modulo-two adders

with the seven binary shift registers shown in Figure 15.

The notation represents a binary pattern for each modulo-two

adder in which a 1 denotes a connection and a 0 denotes

no connection to the corresponding stage of the shift

register.

An illustration of the manner in which the code is gen-

erated by the encoder is shown in Figure 15. The figure

shows the output code symbols that result for the given data

bit sequence. In this example, the encoder has an initial

state of zero. This example is similar to the one used in

Bogusch's DSCS II report (Ref 3:3-121).
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Convolutional Codes Used for the Sequential Decoding Simulations

Two convolutional codes were used for the sequential de-

coding simulations performed for the AWGN and nuclear scin-

tillated channels. The first code rate 1/2, constraint length

30 and was produced by an encoder configuration given in octal

notation as (5335336767, 7335336767)8 .The second code

was also rate 1/2 but with a constraint length of 25. It's

encoder configuratio n is given by (126726757, 166726757)8

Encoder one is illustrated in Figure 16 and encoder two is

illustrated in Figure 17.

Both of the above codes are based upon a nonsystematic,

noncatastrophic, rate 1/2, constraint length 48 convolutional

code developed by Massey and Costello (Ref 8:806-813). This

4, code has the following encoder configuration, (5335336767373553,

7335336767373553)8 .The Costello code has a large free

distance which makes it well suited to sequential decoding.

Massey and Costello demonstrated their encoder confi-

guration could be used to develop other nonsystematic codes

with constraint lengths, K < 48 .Codes, like the two

implemented in this investigation, were produced by dropping

and/or changing the octal terms on the right-hand side of the

Costello code until the desired code constraint length was

obtained. For example, the K = 30 code was produced by

dropping 6 octal terms from the right-hand side of the ori-

ginal code.
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V. Sequential Decoder Design and Implementation

Sequential Decoding and the Fano Algorithm

Sequential decoding is a procedure for systematically

searching through a code tree, using received information as

a guide, with the objective of eventually tracing out the

path representing the actually transmitted information se-

quence. Because a sequential decoder is an algorithm for

decoding tree codes, convolutional codes which can be repre-

sented in the form of a tree are ideally suited for this

technique.

The basic task of sequential decoding, to search the

code tree and determine a trial information sequence whose

encoded version most closely matches in some sense the cor-

rupted received sequence, distinguishes it from other decod-

ing schemes developed for block codes and from other algor-

ithms developed for convolutional codes. For a noisy channel,

the trial information sequence or message tree path may not

.be completely correct over its entire length. However, the

sequence has a high probability of being correct at the end

corresponding to the information digits about to be decoded.

The amount of decoding computation is governed by the level

of channel noise.

A measure of the closeness between the trial information

sequence and the corrupted received sequence entails the con-

cept of the decoding metric. The simplest decoding metric

*used for sequential decoding is the Hamming distance. Other
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decoding metrics include the mutual information of a parti-

cular trial sequence and the received sequence, and sums of

quantized integer symbol metrics generated from the soft-

quantized output of the demodulator's matched filters. The

latter method is used in the developed simulation and will

subsequently be described in detail.

Limitation of Seqenial Decoding. A fundamental limi-

tation of sequential decoding techniques is the decoder speed

required (particularly in real time) to handle extremely

noisy received sequences. Such a received sequence typi-

cally results in numerous trial searches of the message tree

while the sequence is being processed by the decoder. This

limitation can be characte~rized quantitatively in terms of a

parameter Rcomp ,the computational cutoff rate. Rcomp is

the maximum rate for which the average amount of computation

ree'-uired to decode a single bit, using sequential decoding,

is finite. In addition, Rcomp is a limit on the computa-

tional rate of practical coding systems and has a value less

than the channel capacity.

As the channel rate R approaches Rcm from below, the

computational load increases tremendously. in theory, the

average decoding computational effort becomes infinite when

R = R .op This, of course, doesn't happen in practice,

but a dramatic increase in computation as R exceeds about

0.9 Rcomp has been observed (Ref 27:153). Therefore, se-

quentially decoded convolutional codes are only useful at

rates less than 0.9 Rcomp
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The parameter Rcomp is determined in part by the chan-

nel noise. For the discrete memoryless channel, DMC, with I

input symbols, J output symbols and symbol input probabil-

ities pi ' Rcomp is given by (Ref 27:153):

Rcomp max log (Pi / i) y28)::i::{ i } j=l =1

where the p(jli) are channel transition probabilities and

the maximization takes place over all possible sets of input
probabilities. For the binary symmetric channel, BSC, where

p= 1/2, p(jli) = p for j = 1, p(jji) = (l-p) for j = i,

J =2 and I = 2 ,Eq (28) reduces to

Rcomp 1 - log[1+2/p~T-p)] (29)

For the binary input, AWGN channel, we have (Ref 22:38):

Rcomp = log 2 [2/(l+exp(-Es/NO))] (30)

or

Rc"mp=1 - log 2 (1+exp(-Es/No )) bits/symbol (31)

where E5  is the energy per channel symbol, given by

Es = EbR for the energy per data bit Eb and Rate R in

bits per symbol.

Thus, for the AWGN channel, Rcomp depends on the aver-

age properties of the channel (through NO) and on the trans-

mitted energy. It is important to note that the received
S56.,
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signal energy Es actually depends, in addition, on proper-

ties of the transmission medium. Some of these include:

1/r2 attenuation, absorption, dispertion, refraction, multi-

path and natural/nuclear scintillations.

Fano Sequential Decoding Algorithm. There are three

basic sequential decoding algorithms, the Wozencraft-Reiffen

(Ref 27:154-156) (W-R), stack (Ref 27:163-167) and the Fano.

The Fano algorithm was used for the link simulations imple-

mented for this thesis. Of the three algorithms listed above,

the Fano and stack algorithms are the most commonly used.

The Fano algorithm is generally considered to be the most

practical to implement in hardware (Ref 26:372), and commonly

used by commercially available decoders. To date, many se-

quential decoder performance studies and computer simulations

also use the Fano algorithm. The stack algorithm is, in

general, only used in computer simulations. A discussion of

the comparison between the Fano and stack algorithm is defer-

red to a later section.

The Fano algorithm is a refined version of the W-R al-

gorithm. Of particular interest is the Fano algorithm's

capability to allow a decoding decision to be delayed as far

beyond the first constraint length as desired (within limits

of time and decoder storage capabilities). That is, a de-

coding decision of the oldest bit can be made after it suc-

cessfully processed some number of data bits typically equal

to three to five times the convolutional code constraint length.

. .57
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The general procedure of sequential decoding is as fol-

lows. The decoder attempts to recreate the correct trans-

mitted sequence by fitting the received data sequence into a

S,tree which models the encoder. This procedure is accomplish-

ed "sequentially" using appropriate v-tuples of received sym-

bols. Each v-tuple will fit precisely into the tree only if

no channel errors have occured. Otherwise, the decoder will

have to select a trial path which does not correspond to the

received sequence. The severity of the difference between

the received sequence and trial path is calculated using a

metric (to be described). Periodically, the metric for a

trial path is compared with a running threshold. Under cer-

tain circumstances the trial path is revised and/or the

threshold is revised.

The Fano algorithm will work with a wide variety of de-

coding metric functions. A commonly used metric for this

" sequential decoding technique is the logarithm of the likeli-

hood ratio:

'/log p(xlx) (32)p (Y)

for the channel output y and input x , where y and x

are taken to be branches of the code tree. Fano modified

this form to include a bias term, giving the branch metric

or likelihood function for the nth branch of the code tree:

Xn = log 2 P(Ynlxn) B (33)
7 , . P (Yn)
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Branch likelihood functions are combined to give a path like-

lihood function:

n
Ln x (34)

ni=1

whose value and behavior for n = 1, 2, . determine the

movements of the decoder through the code tree. This dis-

tance measure or path likelihood function, Ln is a mono-

tonically increasing function of the a posteriori probabil-

ities P(YnIx Assuming that all paths are equiprobable,

the above Eqs (33) and (34) result (Ref 1:11). The input xn

is one of the 2b v-tuples corresponding to the branch of

the code tree stemming from node n-i For the sequential

_ decoder simulations performed in this analysis b =1 . The

v-tuples correspond to the number of modulo-two adders imple-

mented by the convolutional encoder. Therefore, xn is one

of two 2-tuples generated by using previous (tentative) digit

decisions in a duplicate of the encoder, Yn is the corre-

sponding received v-tuple, and the constant B is chosen

such that Ln will increase on the average for correct path

choices and decrease otherwise. Computer simulations by

Jordan (Ref 20:283-297) indicate the best choice for the bias

term is, B = R

The running threshold levels Tj with which values of

Ln are compared are taken to be uniformly spaced with in-

crements AT . The parameter AT affects the amount of com-
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putational effort during a search. As ATJ is reduced the de-

coder becomes more responsive to incorrect decisions but at

the same time makes it more prone to label a correct path as

incorrect due to noise. This results in numerous short

searches. On the otherhand, a large value AT means a cor-

rect path is less likely to be confused with an incorrect one

due to noise but the decoder will take longer to respond to

a wrong decision. This results in fewer but longer searches.

The best choice for AT depends on channel conditions (Ref 1:

13).

If binary data is input to the encoder, then there is a

binary representation of the-transmitted and trial sequences

throughout the encoding and decoding process. The input to

~ the decoder, however, doesn't have to be a binary represen-

tation, i.e., 1 or 0. In fact 2n quantized levels (i.e.,

"soft" decisions with n-bit quantization) is often used as a

method for preserving and utilizing additional information

-' about the received channel noise. Note, n = 1 represents

2 the case of "hard" decisions, i.e., either a 0 or 1 as the

received channel digit. It should be noted, regardless of

* the number of quantization levels, the use of a binary code

* means that each node in the code tree can have exactly two

branches stemming from it and leading to the node correspond-

ing to the next information bit. The effect of the quanti-

zation, in essence, produces additional values for branch and

path metrics.
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To explain the Fano sequential decoder, it is helpful

to use a concept of the search tree. A search tree corres-

ponds to a code tree but has a different function. The

search tree displays in quantitative terms the values of the

various branch and path metrics which result as the decoder

moves through the code tree along various trial sequences.

Referring to the metric of Eq (33), upward motion in the

search tree is related to an increase in Ln An increas-

ing Ln corresponds, in general, to correct hypotheses, re-

gardless of whether a 1 or 0 was sent. For example, a bit

with low level channel noise, which may have been correctly

1 hypothesized will produce a branch metric value at some ter-

minal node in the search tree that is higher than it would

- - have been in the event of more intense received noise.

Before discussing the Fano sequential decoding algorithm,

it is important to understand the coficept of being at a node

or looking forward or backward to a node. In each of these

cases, the path metric value for the node in question is

computed, and a comparison is made between this value and

the current threshold. The distinction between the two con-

cepts becomes apparent when the node which is serving as a

reference point for the current portion of the search for the

correct path is considered. Being at (or moving to ) a node

signifies that a decision has been made to accept tentatively

the branch and trial sequence terminating at that node. In

looking ahead (or back) to a node, there is only a temporary
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look at the node, with acceptance only a possibility.

The Fano sequential decoding algorithm is shown in a

.4' general form in Figure 18. The flow diagram here is appli-

-~ cable to any desired decoding metric. Either the Haimming

di stance or a likelihood ratio can be used for the decoding

metric. The quantized integer symbol metric performs the

same task as the log likelihood functions. The Hamming dis-

tance and likelihood ratio metrics result, respectively, in

decreasing and increasing trends in the value of the path me-

tric for the correct path. On a short term basis (3-4 nodes),

the path in the search tree may head in a direction opposite

to that expected for the correct path. This is usually a re-

sult of increased channel noise. 'However, it is the long term

development of the path metric and search tree path that is

of most importance.

The portion of Figure 18 to the left of the dashed line

constitutes the forward loop, in which the decoder advances

through the search tree. Decoding decisions can be obtained

for any digits (in the simulations performed b = 1 )that

are at least one constraint length behind the most recent

accepted branch. Branch acceptance occurs in the "move

ahead" box in the forward loop and when the threshold is sa-

tisfied. The Fano, algorithm may produce a decision at this

point but usually defers a decision until three to five con-

straint lengths have been successfully processed. Unlike

the W-R algorithm, the Fano algorithm allows this strategy
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to be used and thus, reduces the probability of a decoding

error. This technique, however, requires additional storage

for received digits and branch metrics plus increased book-

keeping.

The portion of Figure 18 to the right of the dashed

* line constitutes the search loop. A decoding computation is

defined to take place whenever the decoding metric is com-

puted for a branch. This occurs whenever the "look-ahead"

box is executed.

The forward loop continues to be executed as long as the

path metric resulting from adding the newest branch satisfies

the current threshold. This results in the "pass" path from

the "look-ahead to best node" box. If the new path metric

value doesn't satisfy the current threshold a "fail" decision

is made and the decoder goes into the search mode. Upon en-

try into the search loop, the first thing the decoder must do

is to determine if it is already at the base of the tree. If

it is, and since the best branch did not pass, the decoder

cannot advance until the threshold is loosened. This step

is repeated if necessary until the path metric corresponding

to the best branch satisfies the tightened threshold.

If the decoder is not at the base of the tree then it

must "look-back" to the preceding node in the path. Next,

the path metric value at this node is tested to determine if

it satisfies the current threshold. The threshold is loosen-

ed if the path metric value doesn't satisfy the threshold,
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and the decoder returns to the forward loop to attempt to

~' ' ~ extend the path with this looser threshold, starting at the

node from which it just looked back. However, if the value

of the path metric at this node satisfies the current thresh-

-~ old, the decoder actually moves back to this node and begins

to try other branches (next best branch) if one or more are

available, the decoder returns to the forward loop when a

branch is found which enables the path metric to pass. If,

on the other hand, no satisfactory branch is found at this

retreated node# the decoder, after checking as to whether it

is at the base of the tree, backs up another node.

The operation of the Fano sequential decoding algorithm

is best understood by working through an example. This exam-

pie is focused on the Fano algorithm itself without going

through the process of calculating branch and path metrics.

A discussion of branch and path metric calculations will be

covered in a later section.

The search tree in Figure 19 shows only the path metric

values and thresholds. It is irrelevent for this example to

know whether a branch at a node corresponds to a 0 or 1 in-

formation digit. The metric used in this example is any

function (such as the logarithm of the likelihood ratli or

sum of quantized integer symbol metrics) which tend to in-

crease with sequence length. That is, the overall trend is

upward but there may be short term decreases in the metric

value.
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TABLE II

Operation of the Fano Algorithm

STEP POINTER THRESHOLD ACTION

LOCATION VALUE

1 ORIGIN 0 TEST A FAIL SET T=- T

2 ORIGIN -AT TEST A PASS MOVE TO A

3 A -AT TEST B PASS MOVE TO B SET T=0

4 B 0 TEST C PASS MOVE TO C SET T=+AT

5 C +AT TEST D FAIL TEST B FAIL SET T=0

6 C 0 TEST D PASS MOVE TO D

7 D 0 TEST E FAIL TEST C PASS MOVE TO C

8 C 0 TEST F PASS MOVE TO F

9 F 0 TEST G FAIL TEST C PASS MOVE TO C

10 C 0 TEST B PASS MOVE TO B

11 B 0 TEST H PASS MOVE TO H

12 H 0 TEST I PASS MOVE TO I SET T=+AT

13 I +AT TEST J PASS MOVE TO J

14 J +AT TEST K FAIL TEST I PASS MOVE TO I

15 I +AT TEST L FAIL TEST H FAIL SET T=0

16 I 0. TEST J PASS MOVE TO J

17 J 0 TEST K FAIL TEST I PASS MOVE TO I

18 I 0 TEST L PASS MOVE TO L

19 L 0 TEST M PASS MOVE TO M SET T=+AT

20 M +AT TEST N PASS MOVE TO N
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In Figure 19, the abscissa shows path length starting at

~ the base; the ordinate specifies the value of the path metric

and shows the various possible threshold values. A qualita-

tive understanding of the Fano algorithm operation can be

obtained by correlating each step of Figure 19 and Table II

with movement through the generalized flow diagram of Figure

18.

One important point needs to be introduced in regard to

this example that isn't clearly evident from the flow diagram

of Figure 18. -In step 16 of the example, the threshold is

not increased in conjunction with the tentative, passing,

forward movement of the search tree to the node at J .If

the threshold was allowed to increase at this point in the

example the decoder would get into an infinite search ioop

and thus never process any further into the code tree.

-~ Therefore, a controlling parameter is required to prevent the

decoder from getting into this situation. The Fano algorithm

utilizes a flag (Fano flag) which is a binary variable to

prevent or allow the threshold to increase. For example, the

Fano flag is set to 1 when the algorithm enters the search

loop and set to 0 in the forward loop mode. A more detailed

V explanation can be found in Fano's paper (Ref 9:72) and the

following section on decoder implementation.

Before leaving the Fano algorithm presentation, a brief

* discussion of the Hamming metric and how it is used may prove

helpful for demonstrating the difference between the various
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decoder metrics and resultant search tree path. The branch

metric using the Hamming distance decoding metric is given by

X= dH -B (35)

where dH is the Hamming distance between the trial informa-

tion sequence and the corrupted received sequence, and B is

the bias term. The path metric, Ln ,is again the sum of

the branch metrics, Xn , for all the branches of the ten-

tatively accepted search path:

Ln = Xn (34)

As previously mentioned, the overall trend of the search path

will be decreasing when the Hamming metric is used. Figure

19 has been redrawn in Figure 20 to demonstrate this trend.

Variability of Decoder Comptaos. A major problem

with sequential decoding is the great variability, as a func-

tion of time, in the number of decoder computations necessary

to extend the trial sequence by one branch. -Thus a similar

variability exists which related to the number of computa-

tions required per information digit decoded. This varia-

bility has a significant effect on decoder hardware for real

time operation or on cost of computer time for off-line oper-

ation. A sequential decoder using the Fano algorithm will

remain in the search loop for long periods of time when a

particularly noisy received sequence is encountered. These
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long searches necessitate accumulation of the continuing

stream of in-coming digits. In order to preclude the loss

of these digits an input buffer must be available. If, how-

ever, the decoder tries to search a node for which received

data has passed out of buffer memory, an overflow is said to

occur. Thus to minimize the number of digits which enter the

buffer during a search, the decoder must have a speed advan-

tage on the order of ten times the information rate (Ref 27:

168). The decoder computational effort depends strongly on

the ratio R/Rcomp . Other techniques for handling the

overflow problem are given by Odenwalder (Ref 23:163-164).

For sequential decoding applied to a DMC, Gallagher (Ref 14:

279) provided a bound for the average number of forward moves

* (in the search tree) per decoded subblock of k = vR infor-

mation digits:

4/[l - • u R < Rcomp (36)

where v = number of channel digits per subblock, R = code

rate in bits per channel symbol or R = k/v . The important

point is the above expression becomes infinite as R Rcomp

In general, the ratio R/Rcomp should be less than 0.09

Summary of Sequential Decoding Utility. Sequential de-

coding is a powerful technique for convolutional codes be-

cause it can provide bit error rates which decrease exponen-

tially with code constraint length at information rates below
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channel capacity and necessarily so below Ecomp .The un-

detected error probability with sequential decoding can be

made as small as desired by increasing the code constraint

length. Because decoder complexity is only a weak function

of the constraint length, long constraint length codes are

practical for sequential decoding (Ref 23:164-166). Finally,

because of the limitations due to the variability of computa-

tional time to advance one node or branch, sequential decod-

ing is unsuitable as a burst-correcting technique without

extensive data bit and/or symbol interleaving.

Sequential Decoding Algorithm Selection

An extensive selection process for a sequential decoding

algorithm took place during the early stages of this thesis.

~ The possibilities were narrowed down almost immediately to

the stack and Fano algorithms. Although the stack algorithm

has the same performance as the Fano and requires a reduced

number of computations per decoded bit, it was not selected

in favor over the Fano technique. The modest increase in

number of branch computations of the Fano algorithm is more

than offset by its advantage of requiring a considerable re-

duction of decoder processing storage requirements compared

to the stack (Ref 26:373). Computer memory is the trade-off

that must be made for the speed advantages of the stack de-

coder. In fact, because of the memory requirements of the

stack algorithm, it is primarily implemented only on the
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computer. As a result of this latter additional fact and

evidence which shows the Fano algorithm to still be the most

practical to implement, the Fano decoder was selected. A

general discussion of the stack algorithm is provided by

,. Wiggert (Ref 27:163-167).

Design Requirements

The primary purpose behind the development of the se-

quential decoder subroutine was to design a subprogram that

would easily integrate into the current existing AFWL FSK-PSK

Code. In general, the sequential decoder subroutine had to
* .

function with the AFWL Code in much the same way the existing

Viterbi decoder subroutine functions. That is, the sequen-

tial decoder subroutine had to be not only a digital simula-

tion model of such a device but in fact a sequential decoder

. implemented in a Fortran-coded computer program. In addition,

the sequential decoder subroutine and main AFWL PSK program

had been designed in such a way to enable the sequential de-

coder only when the user desired the decoder to be implement-

ed in a particular link simulation. Finally, the AFWL spon-

sor specified the sequential decoder should be able to de-

code, at least, rate 1/2 convolutional codes with constraint

lengths 25 through 30.

The resultant sequential decoder subroutine design,

which will be presented in detail at the end of this chapter,

more than adequately satisfies the above design requirements.
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Specifically, the decoder can handle convolutional codes up

to constraint length 32 and binary code rates 1/2, 1/3, 1/4,

1/5, 116, 1/7 and 1/8. In addition, the sequential decoder

can perform 1, 2 or 3-bit soft decision decoding and provide

an estimate of the total number of bit computations in any

particular simulation. The latter information can provide

the communication systems analysis with a starting point in

determining the potential overflow problems that may occur

when an existing off-the-shelf sequential decoder is imple-

mented in a 2400 bps, DBPSK satellite link. In short, the

AFWL FSK-PSK Code sequential decoder subroutine provides a

viable baseline representation of the performance one can

expect to see in the AWGN and nuclear scintillated channel

r for an EHF, 2400 bps, DBPSK, convolutionally encoded, and

sequentially decoded link.

Code Symbol Quantization for Soft Decision Sequential Decoding

The purpose of this section is to describe the soft deci-

sion decoding process and why it was used in the 2400 bps

DBPSK link simulations for both the AWGN and nuclear scin-

tillated environment. The DBPSK demodulator can provide

either hard decision or soft decision outputs for use in the

sequential decoding process, or for that matter, any error-

correction decoding process. Hard decisions use a single

binary digit (0 or 1) to represent each demodulated bit,

with the binary decisions made on the basis of the outputs
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of the integrate-and-dump matched filters in the demodulator

data channels at the end of each bit period. Soft decisions

come about by quantizing the matched filter outputs to more

than two levels, thus, requiring more than one binary digit

to represent each demodulated symbol bit. As a result, the

additional quantization levels provide the decoder with a

measure of the quality of each received code symbol that must

be processed. The sequential decoder uses this higher quality

received information to improve its efficiency in tracing a

path through the code tree which better represents the actual

transmitted information sequence. In theory, the greater the

number of quantization levels, the better the performance of

:4 soft decision sequential decoding. However, it has been

~ found (Ref 19:495-496) that a smaller number of quantization

levels provide near-optimum decoder performance. In fact,

most soft decision decoding are 8-level (3-bit) code symbol

quantization. Figures 21 and 22 from Odenwalder (Ref 23:44,

51) demonstrate the advantages of soft decisions over hard

decisions and the small coding gain of infinitely fine quan-

tization over 8-level quantization.

Figure 21 shows the Eb/No ratio required to operate at

4%the computational cutoff rate, Rcomp for a coherent BPSK

modulated AWGN channel with 1, 2, 3 and infinite bits of

quantization of the demodulator outputs versus the code b~and-

width expansion. The code bandwidth expansion is simply one

over the code rate, R *Note how 3-bit soft quantization
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is almost equivalent to infinitely fine quantization. Figure

22 shows the Eb/No ratio required to operate at R = Rcomp

versus the bandwidth expansion for 1- and 3-bit DBPSK demodu-

lator quantization. This figure demonstrates the gain of 3-

bit soft decisions over hard decisions for a rate 1/2 code is

approximately 1.3 dB. Because of the near-optimum decoder

performance of 8-level quantization this scheme was used in

all of the soft decision sequential decoding link simulations.

- The soft decision quantization thresholds in the demodu-

lators are taken at specified fractions of the mean value of

the logic '1' and logic '0' levels at the outputs of the

integrate-and-dump matched filters. An automatic gain con-

trol, AGC, is used to hold the signal level near some design

value. These design values are the mean values of the logic

'1' and '0' levels set at plus and minus a known design con-

stant (Ref 3:3-123).

The number of quantization levels, Q , is typically

some power of two (Q = 2, 4, 8, etc.). As described by

Bogusch, the designer of this section of the AFWL FSK-PSK

Code, the thresholds for the demodulated code symbol quanti-

zation are set at 2L/Q times the design data level, where

L = 0, 1, 2, ... , (Q/2) - 1 . For hard decisions, Q = 2

there is only one threshold at zero. For Q = 4 there are

three thresholds at 0 and 1/2 of the mean value. For 3-bit

quantization, Q = 8 , there are seven thresholds at 0, 1/4,

1/2, and 3/4 of the mean level.
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Figure 23. Demodulator Thresholds for 8-Level Soft
Decision Code Symbol Quantization.

An illustration of the 8-level quantization is shown in

Figure 23. Note the corresponding binary and octal repre-

sentation of the quantized code symbols in each uniformily

spaced voltage interval. The convention used here is a

logic '0' corresponds to a negative voltage (7r phase shift),

and a logic '1' corresponds to a positive voltage (no phase

shift). It is interesting to note that the most significant

bit in each quantization interval is just the hard binary

decision that would result from using a single threshold at

zero to determine the polarity of the demodulator output.

The two most significant bits are those that would result

from 4-level quantization of the output.
', As previously mentioned, the quantized code symbols pro-

vide a measure of the reliability of each binary decision.

Using Figure 23, a binary number 000 (or integer symbol 0)

. represents, by adopted convention, a highly reliable binary

... , u , o7 9
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TABLE I I I

Integer Symbol Metric Table for Rate 1/2 Encoded Link and
8-Level (3-bit) Quantization

Additive White Gaussian Noise Channel

Received Quantized Symbol

Code Symbol 0 1 2 3 4 5 6 7

0 4 4 21 0 1-8 1-201 -341 -581
1 -58 -34 -20 -8 0 2 4 4

zero and the numbers 001 (1), 010 (2), etc., indicate re-

ceived zeros with decreasing reliability. Similarly, the

binary number 111 (or integer 7) represents a higher reliable

received binary one, and the numbers 110 (6), 101 (5), 100

(4), etc., indicate received ones with decreasing reliability.

For example, a value of 4 is interpreted as slightly more

likely to be a binary one than a binary zero, but the quality

of the decision is considered to be poor. The soft decision

sequential decoding algorithm implemented in these simula-

tions assigns weights to each input code symbol based on the

quantized numerical value provided by the demodulator. These

weights are called integer symbol metrics.

Table III lists the integer symbol metrics used by the

sequential decoding algorithm for a rate, R = 1/2 , convo-

lutional code and 8-level (3-bit) quantization. These inte-

ger symbol metrics are the same decoding metrics used by

Costello (Ref 15:416) in his work with the Fano decoder for
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for the AWGN channel. The metrics correspond to Fano's ex-

pression for the likelihood function decoding metric,

.; P (Yn 1 xn)
.n =log - B

P(Yn)

in Eq (33), scaled and rounded to integer values. Branch

metrics are computed by adding the integer symbol metrics for

the two received code symbols on the branch. This is clearly

illustrated in the following section on the sequential decod-

er subroutine design.

Recall from the section on the Fano sequential decoding

algorithm, integer symbol metrics like the ones in Table III,

can be used to perform the same function as the logarithm of

a likelihood ratio decoding metric. It was suggested both

decoding metrics generated a path metric value whose overall

trend was upward. The concept of the integer symbol metric

can best be demonstrated using an approach provided by

Viterbi and Omura for the BSC (Ref 26:350-354) with hard de-

cisions.

Let the probability of transition, p = p(yn=lxn=0)

or P(Yn=Oxn=l) be equal to 0.03, p(yn) = 1/2 for the

BSC, and the bias term B = R = 1/2 . Using Eq (33), like-

lihood ratio decoding metric values can be represented by

-n = lg 2 [2(1-p)] - B (37)

= 0.456
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TABLE IV

Integer Symbol Metric Table for a BSC Channel

Binary Symmetric Channel

Code Received Symbol

p Symbol 0 1

0.03 0 2 -20

1 -20

where
Xn = Yn

and

Sn = log2[2p] - B (38)

= -4.56

where

xn #Yn

The integer symbol metrics for this BSC are actually derived

from the likelihood ratio metric values by multiplying by

some positive constant and scaling to some desired integer

symbol metric value:

.456 (1/.456) = +1

-4.56 (11/.456) =-10

and scaled by 2 gives the integer symbol metric values for theI BSC shown in Table IV.
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TABLE V

Integer Symbol Metric Tables for 1 and 2-Bit
* Soft Decision Decoding

Threshold Increment (T) = 4
Hard Decisions (2 level quantization)

Received Quantized Symbols

Y.Code Symbol 0 1

0 10 I -8
1 -8 0

Threshold Inc rement T = 8

2-Bit Soft Decisions (4 level quantization)

Received Quantized Symbols

Code Symbol 0 1 2 3

0 210 -8 -201
1-20 1-8 0 2

The current sequential decoder subroutine is designed to

implement 3-bit soft decisions with the integer symbol metrics

of Table III for rate 1/2 convolutional codes, and a thresh-

old increment of AT = 32 . Although not tested, Table V,

) suggests integer symbol metrics and corresponding threshold

increments that may work for 1 and 2-bit soft decision decod-

ing with rate 1/2 convolutional codes for the AWGN channel.

* Utilizing either of these sets of integer symbol metrics in

place of the 3-bit soft integer symbol metrics, by the sequen-

,~ ~...tial decoder, requires minor modifications to the subroutine.
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The integer symbol metrics and threshold increments

corresponding to 1, 2, and 3-bit quantization for convolu-

tional code rates 1/3 through 1/8 require further investiga-

tion.

Sequential Decoder Implementation

Decoder Input Mode Test. Each time the sequential de-

coder is called by the main program, the decoder is examined

to determine if this is an initial entry into the subroutine.

Upon initial entry, the program proceeds to the initial entry

section of the decoder; otherwise, control is transfered to

the input section.

Initial Entry Section. The first function that occurs

in this section is a quantitative comparison between the de-

coder path memory length and the convolutional code constraint

length to enable the sequential decoder. If this requirement

is satisfied the decoder starts initializing parameters.

Several parameters required by the Fano sequential de-

* coding algorithm are initialized to zero. These include the

4 data bit counter, threshold, Fano, flag, origin node path

metric value, node counter and the search tree stack. The

* *. search tree stack stores the quantitative values of the var-

ious branch and path metrics which result as the decoder ad-

vances to those nodes of the code tree that make up the search

tree paths.

other parameters initialized in this section include

* ,~.*, the received symbol counter, duplicate encoder state, number
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of encoder states, and the threshold increment. The thresh-

old increment, AT = 32.0 ,used in this subroutine is cur-

rently designed for a receiver utilizing 3-bit quantization

integer symbol metrics and a rate 1/2 convolutional code.

This value was suggested by Geist (Ref 15:416) as a result

of Fano decoder performance analyses for the additive white

Gaussian noise (AWGN) channel.

The initial entry module also initializes logic switches

which control the decoder input and output modes. The input

mode switch is turned on to enable decoder control to jump

directly to the input section upon future accesses to the

subroutine during a particular simulation. The decoder out-

put mode indicator performs an important function of signal-

ing whether or not data bit decisions are being made from

the decoder. Its logical value is changed when the decoder

has successfully processed enough bits, equal to the decoder

path memory length, to enable the decoder to output the old-

est bit in the search tree path. The decoder path memory

length is typically 4 to 5 times the code constraint length.

Both the decoder path memory length and code constraint

length are user specified parameters.

Finally, the significance of the parameters discussed

so far will become more evident later in this algorithm pre-

sentation. Before leaving this section, note that all the

arithmetic parameters are integers except for the threshold

value and threshold increment.
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Input Section. The input section is where the sequen-

tial decoder operation actually begins. in this section, the

main fuction is to store the quantized received code symbols,

corresponding to the current nth order node in the code

tree, in the stack. The number of symbols stored in the

stack corresponds to the number of modulo-two adders (i.e.,

the binary code rate) of the convolutional encoder imple-

mented in this simulation. Therefore, this leads to the se-

condary purpose of the input section which is to keep track

of the number of code symbols it is receiving from the de-

modulator or deinterleaver. That is, code symbols are input

to the decoder from the deinterleaver if interleaving is im-

plemented in the simulation. The demodulator and deinter-

* leaver subroutines of the AFWL FSK-PSK Code actually output

their code symbols to the main program, and then the decoder

subroutine receives the code symbols, one at a time, from

the main program upon each call to that subroutine. Because

one code symbol is received at a time, the input section of

the decoder works to obtain a full symbol set before it al-

lows decoder precessing to continue.

•* The sequential decoder subroutine will return to the

Smain program as many times as necessary until a full symbol

set is received. The maximum number of code symbols that

can be received by this decoder is eight, corresponding to a

rate 1/8 convolutional encoder. When a full symbol set is

obtained, the symbol counter is reset to zero.
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Duplicate Convolutional Encoder Section. Duplicating

the convolutional encoder at the channel input is necessary

in the implementation of the sequential decoder using the

Fano, algorithm. The duplicate encoder's design in the decod-

4 er subroutine is patterned after the one utilized in the

convolutional encoder section in the main program of the AFWL

FSK-PSK Code.

The purpose of the duplicate convolutional encoder is to

generate the two possible sets of code symbols (channel in-

puts) and two possible encoder states that could have been

produced by the convolutional encoder in the main program

(data channel encoder). The encoder state and corresponding

encoder output code symbol set is associated with either a

'0' input data bit or a '1' input data bit, refer to the

chapter on convolutional encoding. Recall, the primary func-

tion of the sequential decoder is to produce a path within

the binary code tree (search tree Path) which represents the

most likely transmitted channel code symbols and encoder

state transitions. The duplicate encoder enables the sequen-

tial decoder to store only two possible encoder states and

channel input sets that could have been produced and select

among these the most probable for extending the search tree

path. otherwise, the sequential decoder would have the mas-

sive takof generating and storing all of the encoder states

and channel code symbols that make up the code tree, and se-

lecting among all of these the most probable for extending
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the search tree path. For example, a digital communication

a system utilizing a rate 1/2, constraint length, K = 25

convolutional encoder would require the decoder to deal with

2(25-1) = 16,777,216 states.

Because this sequential decoder implementation works

4.,. only with binary codes, the duplicate convolutional encoder

generates the possible channel input symbols and encoder states

for the branches of the code tree corresponding to a '0' input

data and a Il' input data bit. It is important to note upon

initial entry into the encoder section the current encoder

-~ state is initialized to zero. Both the encoder state for the

I1' input data bit branch and the encoder state for the '0'

input data bit branch are labeled by the decoder for future

a manipulation in a follow-on section of the decoder. In this

follow-on section, the decoder determines that encoder state

which corresponds to the best and worse branch respectively,

and updates the current duplicate encoder state.

The encoder output symbols are stored in an (2 X 8) di-

mensional integer array. An example of this array structure

is shown in Figure 24. As shown by this figure the rows

correspond to the two possible binary bit values of each

branch emanating from a particular node in the code tree, and

the number of columns which have the possible encoder output

code symbols (possible channel input symbols) correspond to

the number of modulo-two adders implemented by the duplicate

convolutional encoder. These encoded symbols for each branch
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Output Code Symbols

Input 1 2 38

Data '0' 0 0
Bit N

Figure 24. Example of a Encoder output code
Symbol Array for a Rate 1/2. Code.

are eventually used to calculate the branch metric values in

the code tree. Finally, the duplicate encoder section func-

tions only-when the decoder is ready to attempt to advance to

the next node in the code tree.

Search Tree Stack. Before moving onto a discussion of

the follow-on sections of the decoder, it may prove helpful

® to explain the concepts and structure surrounding the sequen-

tial decoder's search tree stack. The search tree stack is an

important part of the sequential decoder subroutine. The de-

scription will aid in understanding the branch metric, path

metric, and encoder state manipulations that will take place

in the sequential decoder. Figure 25 and Table VI are refer-

enced throughout the discussion of this section.

- - The search tree stack is an integer array for storing

branch and path metric values, encoder state values, receiver

code symbols and two binary flag bits. One of the flags re-

presents the data bit corresponding to the current tenta-

tively accepted branch. The other flag indicates whether the

tentatively accepted branch corresponds to the best or worst
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TABLE VI

Search Tree Table

Ln+l = current accepted path metric

Xn+l(W) = worst branch metric

*1~Xn+l(B) = best branch metric

Xn+l(T) = tentatively accepted branch

Fn+1 (Bit) = data bit corresponding to Xn+l(T)

SFn+(BR) = best or worst branch flag corresponding
to Xn+l(T)

Cn+1 (B) = encoder state corresponding to Xn+l(B)

Cn+1 (W) = encoder state corresponding to Xn+l (W)

Cn+1 (T) = encoder state corresponding to Xn+l(T)

Sn+ 1 (K) = received code symbol, 8 maximum corre-
sponding to Rate 1/8 code

P = stack pointer

n = node number

D = decoder path memory length

5-.9
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~ branch at some node. It is called a search tree stack for

the following reason. In Fano sequential decoding, it is

helpful to make use of the concept of a search tree, which

corresponds to (but is not the same as) the code tree. The

search tree displays quantitatively, in terms of values of

the various branch and path metrics, and encoder states

which results; the movement of the decoder through the code

tree along various trial sequences. The stack implemented

here is used to store these branch and path metric values

along with the encoder states associated with the advancing

nodes.

8-9-a*The branch metrics are carried along for the purpose of

recalculating the path metrics. An example of this require-

ment. occurs when the current accepted branch metric value

for a particular node is changed from the best branch metric

value to the worst branch metric value. A path metric re-

calculation is also done for the situation where the search

tree digresses back to some previously examined node. Such

a procedure occures in the search loop of the Fano algorithm.

The encoder state values carried along in the stack are

those values corresponding to the best and worst branches for

a particular node in the code tree. In addition, the current

encoder state is carried Along as well; corresponding to the

current accepted encoder state at some specific nodal distance

in the search tree. When the current tentatively accepted

metric value is changed from the best to worst or, vise versa,



the current encoder state is changed to reflect the same best

to worst or worst to best alterations. Therefore, the current

encoder state, upon which the search tree stack will extend,

is always associated with the correct node when forward move-

ment into the code tree is attempted. Finally, the received

code symbols corresponding to a specific nodal distance in

the code tree, are used for calculating the branch metric

values at some node.

Another important reason for the sequential decoder

search tree stack entails an advantage of using the Fano al-

gorithm. The Fano algorithm can produce a decoding decision

anytime the trial sequence has reached a length of one con-

straint length and has satisfied the threshold. one advan-

tage of the Fano algorithm is that it can produce a decision

at this point but generally is programmed to defer a decision

until three to five constraint lengths have been successfully

processed. This strategy reduces the probability of a decod-

ing error.

S Upon initial entry into the sequential decoder routine,

the stack stores all required branch and path metric, encoder

state and received code symbol values until the decoder has

successfully processed a number of data bits equal to the de-

coder path memory length. The decoder path memory length is

typically three to five times the convolutional encoder con-

straint length. The integer array which makes up the stack

93



is completely filled when the last row equal to the decoder

path memory length is filled, refer to Figure 25.

After the stack is completely filled the oldest bit

can be outputted. In fact, the data bit output logic switch

which was turned off is now turned on and data bits are out-

putted from that point forward throughout the rest of the

simulation. Everytime a data bit is outputted or a decoding

decision is made the stack is reset. That is, all branch and

path metric, encoder state and received code symbol values at

the stack origin disappear and the values in the row above

move down to take their place. This is accompanied by a

digression of all the rows one space down leaving the last

row empty.

A stack pointer is utilized to indicate which row will

be written into or read out of in the Fano sequential decod-

ing process. After the stack has been filled once, the new

branch and path metric, encoder state and received code symbol

values associated with the next advancing node in the code

tree will be stored in the last row.

The branch metrics include the following: best branch"

metric, worst branch metric and the tentatively accepted

branch metric. The best branch metric, Xn+l(B) iis asso-

ciated with the greater of the two branches emanating from a

node of order n .That is, it is the '0' branch metric or

the Ill branch metric, which ever is greater. Following, the

worst branch metric, Xn+l(W) corresponds to the lesser of
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the two metric values.

When a node is addressed for the first ta, the tenta-

tively accepted branch metric, Xn+l(T) , corresponds to

" . Xn+l(B) In addition, the two binary flags are set to the

tentatively accepted branch. It is quite possible, however,

the value of Xn+l(T) could become Xn+l(W) in the Fano se-

quential decoding process. The path metric value is repre-

sented by Ln+l

The encoder states include the best encoder state, worst

encoder state and the current encoder state. The best en-

coder state value, Cn+I(B) , corresponds to the best branch,

and the worst branch. The current encoder state, Cn+I(T)

corresponds to the current tentatively accepted branch.

A decoding decision is made by examining the data bit

flag, Fn+l(Bit) Fn+l(Bit) takes on a binary value, '0'

or '1'. if Fn+i(Bit) equals '0', a '0' data bit decision is

made. Similarly, when Fn+l(Bit) equals '1', a '1' data bit

decision is made.

Calculation of Branch Metrics. The major function of

this important section of the sequential decoder subroutine

is to calculate the branch metrics on the '0' branch and '1'

branch of the code tree. Before this phase of the process

can occur, however, another function of storing the integer

symbol metrics is performed.

Each integer symbol metric is quantized to a specified

value (0-1, 0)3, or 017, depending on simulation input
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parameters found in the PSK data input file). The integer

symbol metrics are generated and stored in a (2 X 8) array

in accordance to the two possible binary data symbols and

the quantized integer symbol as received from the demodulator

or deinterleaver. The integer symbol metric values are as-

signed for 3-bit quantization using a table like the one

shown below.

TABLE VII

Integer Code Symbol Metrics for 8-Level (3-bit)
Receiver Quantization

Received Quantized Code Symbols

0 1 2 3 4 5 6 7
Data '0' 4 41 2 1 0 -8 1-20 -34 -58

Symbols '1' -58 -34 -20 -8 0 2 4 4:
.45%q

Consider this 8-level receiver quantization example. If the

soft-quantized received code symbol was 0, the integer sym-

bol metric value in the '0' row of the array would be 4.

This is because a received code symbol of 0 represents, by

adopted convention, a highly reliable received binary code

symbol '0', and integer values of 1, 2, on up to 7, indicate

received 'O's with decreasing reliability. Of course, a soft-

quantized received code symbol of 0 then forces the integer

symbol metric value in the binary code symbol '1' row of the

array to take on a value of -58. If, for example, the quan-

tized received code symbols 1 and 5 were received for a rate
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1/2 channel encoded satellite communication link, the integer

symbol metric array would be as shown in Figure 26. Note,

the row number 1 represents the binary code symbol '0' and

the row number 2 represents the binary code symbol '1', This

is necessary for integer symbol metric array addressing and

manipulation.

Quantized Received Code Symbols

1 5

Data '0' 1 . 2

Symbols '1' --w2 -34 2

Figure 26. Example of a Decoder Integer Symbol Metric
Array (IQUANT) for a Rate 1/2 Convolutional
Encoded Link.

It is evident from Figure 26 that the two most likely demodu-

lated binary code symbols were '0' and '1'. The full integer

metric set is stored in the decoder and used later on to cal-

culate decoder branch metrics at a particular node in the

code tree.

Branch metrics are calculated by summing individual

quantized integer symbol metrics. Using the previous examples

of the integer symbol metrics, Figure 26, and the branch code

symbols, Figure 24, the branch metric for the '0' branch

would be,

Xn+1(0) = IQUANT (1, 1) + IQUANT (1, 2)

= 4 + (-20)

= -16
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because the code symbols on the '0' branch were 00. The

branch metric for the '1' branch would be,

Xn+l(1) = IQUANT (2,1) + IQUANT (2,2)

= -34 + 2

= -32

because the code symbols on the 'I' branch were 11. If on

the otherhand, the code symbols on the '0' branch were A0 the

branch metric for that branch would be,

2- )n+l( 0 ) = IQUANT (2, 1) + IQUANT (1, 2)

= -34 + (-20)

= -54

The next major function is relating the best or most

likely branch and the worst branch from the '0' and 'I'
m

.

branch metrics that were just calculated. The best branch

is then tentatively selected as the current branch upon which

the search tree path will be extended. If the '0' branch

metric is equal to the 'I' branch metric, the '0' branch is

arbitrarily selected as the best branch and thus the tenta-

tively accepted branch for extending the search tree path.

The best, worst, and current accepted branch metric values

are stored in the search tree stack as Xi(W) , Xi(B) ,

and Xi(T) respectively, refer to Figure 25.

In addition to the branch metric calculations and mani-

pulations that take place in this section, we now go back and
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consider the '01 branch and 'V' branch encoder states that

were generated by the duplicate convolutional encoder. The

encoder states corresponding to the best branch and worst

branch are selected and loaded into the search tree stack,

refer to Figure 25. In a similar manipulation that tookIIplace with the best branch metric value, the encoder state
corresponding to the best branch is set as the current state

upon which the search tree path will be extended. This func-

tion is accompanied by updating the current encoder section.

one last major function takes place in the best branch

metric calculation section. The data bit flag in the stack

4. is set to a value, '0' or 11, corresponding to the tenta-

tively accepted branch (best branch), and the branch flag is

q~ set to 0 corresponding to ','ie best branch.

Path Metric Calculation. When the branch metric values

are calculated and stored in the stack, a path metric calcu-

lation can take place. The path metric is derived by'suniming

together the path metric value from the previous node and

the tentatively accepted branch metric value at the current

node of interest. Referring to the notation used in the

stack discussion, Ln+ Ln niT

Upon entry into the path metric calculation section of

the subroutine, one of three different kinds of path metric

calculations can take place. The current output mode of the

sequential decoder plays a major role in the selection of

which path metric is to be calculated. For example, if the
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stack has been filled once and data bit decisions are being

114 made by the decoder, the decoder checks to see if the path

metric is to be calculated at the stack origin. The path

metric calculation here involves summing together the tenta-

tively accepted branch metric value at the stack origin and

a value corresponding to the previous path metric stored at

the stack origin before the entire stack was reset as done

in the forward loop section of the Fano algorithm. Recall

* from the stack discussion, after a data bit decision is made,

all of the old branch and path metric values disappear from

the origin and new values from above move down and take their

place. In order to calculate this path metric of interest,

the old path metric value is retained. The second kind of

o path metric calculation that can take place, whether or not

the logical output switch is on or off, is the normal path

metric calculation which takes place beyond the stack origin.

A third potential path metric calculation entails that

calculation performed to extend just beyond origin node

(n = 0) .That is, the path metric value at the second node

(n = 1) of the code tree, refer to Figure 27. With the path

metric value at the first node assumed to be 0, the path me-

tric at the second node is equal to the tentatively accepted

branch metric value at the second node, i.e.,

Ln+l = Ln + Xn+l(T) (39)

L= LO+ Xl(T)

* *(.;~= 0 + X1 (T)
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a' Fano Algorithm. The presentation here describes, in

detail, the Fano algorithm implementation in the sequential

decoding subroutine. The first function in the Fano algor-

ithm is to determine if processeing will continue in the

forward loop or search loop. This involves a comparison be-

tween the path metric value at the node of order (n+l) with

* the current threshold value. If the path metric is less than

the threshold, decoder processing is transferred to the search

loop; otherwise, processing moves to the forward loop.

Fano Algorithm Forward Loop Section. The discussion of

this section will be aided by referencing Figure 28a. After

decoder processing passes to the forward loop, an attempt is

made to tighten the threshold. If the path metric is greater

than the next higher incremented threshold value, the current

threshold value is set (tightened) to that value. The node

counter and stack pointer are then incremented by one.

The next step is to determine if the decoder is ready

to receive the next set of code symbols from the main pro-

a gram. A return to the main program for the next set of code

symbols only occurs if the data bit counter value is equal

to the current advancing node counter value. If this latter

condition is not satisfied, the sequential decoder returns

to the duplicate encoder section and eventually tries again

to move forward into the code loop. If the condition is

satisfied, however, a return to the main program doesn't

immediately occur *Several important steps must follow.
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Figure 27. Code Tree Diagram using Integer
Symbol Metrics.
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First, the output mode is tested. If the current out-

put mode indicator shows data bit decisions are not being

made by the decoder, a test is performed to determine if the

output should be turned on. The test involves performing a

logical AND between the output mode and the data bit counter;

and then comparing the result with the decoder path memory

length. This test, in effect, checks to see if the search

tree stack, with row dimension equal to the decoder path me-

mory length, is completely filled for the first time. A test

failure implies decodin4 decisions are not ready to begin;

thus, program control returns to the main program to simulate

the generation of the next data bit and eventually returns

to the input section of the sequential decoder with a new set

* ~jr. of demodulated or deinterleaved encoded symbols.

However, if the output mode indicates decoding decisions

are being made, or the test for turning the output on passed,

an output data bit decision is made in the manner presented

in the section on the search tree stack. Following the de-

coding decision, the oldest path metric value located at the

stack origin is saved, and the search tree stack is reset as

previously discussed in the stack section.

* Lastly, the stack pointer value is set to the decoder

path memory length value because it is here, the last row in

.C. the stack, all newly calculated branch and path metric

values; encoder state values, and received code symbols will

be loaded. The stack pointer cannot advance any further
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than the maximum row dimension of the search tree stack.

Next, the sequential decoder subroutine transfers control to

the main program to be called again and accept a new set of

received code symbols.

Fano Algorithm Search Loop Section. Before discussing

the search loop it is important to have a general understand-

ing of the purpose for the Fano flag. A detailed discussion

on the function of the Fano flag is presented in Fano's paper

(Ref 9:72). In short, the Fano flag is a binary variable

used to control a gate that allows or prevents the threshold

from increasing. The choice depends on whether the Fano

flag, F ,equals 0 or 1. In the search loop, if all at-

tempts fail to find a previous node that satisfies the cur-

rent threshold, the threshold is lowered by AT and the de-

coder reverts to the first node which failed and tries to

move forward. The threshold is fixed at this lower value

(T - AT) until it finds an acceptable node which has not been

reached before. In essence, the Fano flag holds the threshold

value constant, and thus, prevents the algorithm from getting

into a loop.

* The sequential decoder search loop procedure will be de-

scribed using Figure 28b. Some of the major and not so ob-

vious algorithm functions will be presented.

When the current path metric of interest fails the Fano

algorithm test discussed above, the decoder enters the search

loop. After the Fano flag is set to one and the bit
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computation counter incremented by one, a test is performed

to determine if the path metric which failed the prior

threshold test corresponded to the worse branch extending

from the current node of order n

If so, the stack's tentatively accepted branch metric

value and encoder state which currently correspond to this

worse branch must be reset to correspond to the best branch.

This task is followed by updating the current encoder state

for later attempts at extending the search tree path, refer

to Figure 28b. In addition, the branch flag is reset to zero

(best branch) and the data bit flag value is changed using a

logical EXCLUSIVE-OR operation.

Whether the worst branch or best branch failed, the next

major step entails checking the stack pointer to determine if

4.,it is pointing to the origin stack position (n =0) .If

this is the case, the threshold is decreased by AT and de-

coder processing transfers back to the path metric section

to attempt a forward movement into the code tree. However,

if the decoder is not at the origin node, the stack pointer

moves back two positions to eniable a test of the path metric

value one node back (n = n - 1) .Because of the way the

stack pointer system is set up, the stack pointer value could

be equal to zero after being decremented by two. In this

* situation, the path metric value to be tested in the follow-

ing step will be that value at the code trec's origin

(Ln =Lo 0) ,if the stack hasn't been filled yet, or the

107



oldest path metric value that was retained in the forward

loop section before the stack was reset.

If the path metric, one node back, is less than the

current threshold (test failure), the node counter and stack

pointer are re-incremented to their previous values before

the latter test;. the threshold is decreased by AT ;and

the decoder moves back to the path metric section to attempt

forward movement once again. When the path metric passes the

latter test, the stack pointer is incremented by one, and the

current tentatively accepted branch metric value located in

that stack position is examined to determine if the least

likely (worst) branch had been tested. If the least likely

branch has been tested, the decoder returns to the origin

test and search loop processing continues. on the otherhand,

if only the best branch was tested, the decoder will try to

extend the search tree path using the worst branch.

Trying the next best branch, first entails setting the

tentatively accepted branch metric value and encoder state

at the current stack position to correspond to this worst

branch. This step is accompanied by updating the current

* encoder state for possible future attempts of extending the

search tree path from this node. In addition, the data bit

flag value and branch flag value are changed to correspond

to the worst branch as well. Before the worst branch path

metric is calculated and evaluated in the Fano algorithm test,

the stack is decremented by one for the purpose of determining
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- if the path metric at this position will cause the Fano flag

to remain at one or be reset to zero. This step is then

followed by re-incrementing the stack pointer by one. If the

worst path metric passes the Fano algorithm test, the search

* tree path attempts forward movement from that branch. How-

ever, if the worst branch path metric fails, search loop pro-

cessing continues. Additional flow diagrams corresponding

to the major sequential decoding functions which occur at the

front end of the code are illustrated in Figures 29 through 33.

Before leaving this section of the sequential decoder's

design, it is important to mention the fact that the number

of bit computations, N ,through the search loop is accu-

mulated. The purpose of this function is explained in the

next section.

Approximation of Time Spent in the Search Loop

The search loop section of the Fano algorithm includes

an accumulator for storing the total number of bit computa-

tions through the search loop for any given link simulation.

This bit computation value was used in the performance as-

sessment tasks of this thesis to determine the average number

of bit computations, N ,required to decode a single bit.

The value N provides a rough measure of the amount of time

spent in a search. It is simply derived by dividing the ac-

cumulated bit computation value by the total number of decoded

bits processed in any given link simulation, i.e.,
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N = Bcomp/BR (40)

where, Bcomp = number of bit computations and BR = total

"; - number of decoded bits received in a link simulation.

The amount of time spent in a search is nearly propro-

tional to the value of N , i.e.,

TC NTH (41)

where TC is the average time spent in a search and TH is

a hardware or software sensitive value related to the cycle

time for one complete search in the sequential decoder (Ref

2:13). Eq (41) above, however, is only approximately true

since the (n -1) -) n operation in the search loop can be

-: performed more than once in succession. Blustein and Jordan

found in practice,

TC 1.1 NTH (42)

closely approximated the average time spent in a search

(Ref 2:13).

Sequential Decoder Verification Analysis

The sequential decoder subroutine was tested in a 2400

bps, DBPSK link simulation for the AWGN channel. A rate

, 1/2, constraint length 30 convolutional code described in

Chapter III was incorporated in the simulation. The sequen-

"x" tial decoder used 3-bit soft decisions and a decoder path

memory length, DPML, of 133 bits. That is, an output bit
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decision was made after 4.43 constraint lengths of decoded

data had been processed.

Verification of the 2400 bps link sequential decoder

operation is based upon a comparison between its performance

and two other sequential decoders presented by Forney (Ref

10:57). Figure 34 illustrates the performance of the three

sequential decoders in terms of undetected decoded bit error

rate (BER) versus the rece'ived bit-to-noise density ratio

(Eb/No). The two Forney sequential decoder performance re-

sults are for a 5 Mbps and a 50 Kbps link. Both of these

links utilize rate 1/2 convolutional codes, coherent binary

phase-shift keying (CPSK) and hard decisions. However, the

constraint length of the encoders and DPML of the sequential

decoders are unknown.

..' The important similarity in comparing these sequential

decoders is the slope of the BER vs Eb/No performance

curves. Note the 2400 bps link sequential decoder perform-

ance is similar to Forney's decoders in that it has a steep

sloping curve that approaches some theoretical limit. As

shown by Figure 34, Forney's sequential decoders approach a

theoretical limit in performance of approximately 4 to 5 dB:

while the sequential decoder simulated here approaches a

theoretical limit of 7 dB.

Although the simulated sequential decoder utilizes soft

decisions versus the hard decisions implemented by the Forney

decoders, the 2 - 3 dB difference in theoretical limits of
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performance is largely due to the demodulation technique

which is used. CPSK demodulation is superior to DBPSK in

AWGN; that is, for a given Eb/No, the CPSK demodulator in-

", puts fewer symbol errors to the sequential decoder than does

, -the DBPSK demodulator. In the AWGN channel, CPSK demodula-

tion can provide a couple of dB gain in performance over

DBPSK demodulation.

To further verify the sequential decoder's operation,

it is evident from Figure 35 that the undetected decoded bit

errors of the simulated sequential decoder occur in widely

separated noisy bursts. This characteristic was verified by

"% Heller and Jacobs (Ref 16:847) in their performance assess-

ment of sequential decoders for the AWGN channel. A brief

discussion of the source of the undetected bit errors will

be presented in a following chapter. Additional sequential

decoder verification is substantiated by the sequential de-

coder performance results provided in Chapter VIII.
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Figure 35. Received Message Error Characteristics
of a Sequentially Decoded Link in AWGN.
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VI. Viterbi Decoding

d A detailed discussion of the Viterbi decoding algorithm

will not be presented. The interested reader is referred to

papers by Viterbi (Ref 25:751-772), Heller and Jacobs (Ref 16:

835-848) and Forney (Ref 11:268-278). A description of the

Viterbi decoder used in the 2400 bps, DBPSK link simulations

*of this thesis was written by Allen Michelet of Mission Re-

search Corporation for the Defense Nuclear Agency (Ref 22:

'4. 1-93).

To provide quantitative results for comparison of Viter-

bi decoding for short constraint length convolutional codes

and sequential decoding for longer constraint length codes,

a number of link simulations were performed using the Viterbi

decoder. These simulations were done for both the additive

white Gaussian noise (AWGN) and disturbed channels. To un-

derstand the significance of the comparitive analysis between

these two decoding schemes, the characteristics of the Viter-

bi decoding algorithm are defined below.

Viterbi decoding is a maximum likelihood decoding tech-

nique for convolutional error correction codes. The Viterbi
algorithm tries to reconstruct the trellis path, refer to

Figure 12 in the convolutional encoding chapter, in some

optimum fashion. In essence, the algorithm compares the re-

ceived symbol sequence (which may have errors) to all possi-

ble paths in the trellis diagram. That path which is
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closest" to the received sequence is chosen as the sequence

most likely transmitted.

Like the sequential decoder, the Viterbi decoder is a

memoryless (random error) channel correcting device. If

enough received symbol errors occur in a short space of time

(burst) an incorrect path in the trellis diagram can be

chosen. As a result, it can take some time before the de-

coder is aligned on the correct path again. In terms of

performance the Viterbi maximum-likelihood algorithm is the

optimum method of decoding convolutional codes for the mem-

oryless channel, (Ref 25:751-772). However, since the com-

putational complexity of Viterbi decoding increases expoten-
F%-

tially with the constraint length, Viterbi decoding as a

L ~ practical technique is limited to relatively short constraint

length codes, K < 10

The distance measure of metrics used between the receiv-

ed symbol sequence and various paths through the trellis di-

agram are the same metrics which can be used by the sequen-

tial decoder. Specifically, the Viterbi decoded link simu-

lations utilized 3-bit (8-level) soft decisions bases upon

integer symbol metrics. The Viterbi decoding algorithm uses

these integer symbol metric values to find the path through

the trellis diagram which has the smallest distance from the

received sequence. The integer symbol metric table used for
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Table VIII

Integer Code Symbol Metrics for a Rate 1/2 Convolutionally
Encoded Link with 3-bit (8-Level) Receiver Quantization

Quantization Level

0 1 2 3 4 5 6 7

Code 0 7 6 5 4 3 2 1 0
Symbol 1 0 1 2 3 4 5 6 7

the convolutionally encoded link simulations is shown in

Table VIII.

The Viterbi decoding algorithm can make a bit decision

after one constraint length of code symbols have been re-

ceived; however, like the Fano sequential decoding algorithm,

• .the decoder paths are stored back in time for 4 to 5 con-

.5. straint lengths. In the Viterbi decoder simulations, the

output bit decision is delayed by 31 bits. That is, the de-

coder path memory length (DPML) is 31. As each new symbol

pair is received, the decoder bit 31 time intervals back on
-the most probable path is released.

,.5.
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VII. Interleaver/Deinterleaver Implementation

Convolutional codes in conjunction with soft-decision

Viterbi or sequential decoding are used in digital satellite

communication links to provide a random error correction

capability. These forward error correction techniques can

" be quite powerful for the memoryless (uncorrelated error)

channel. In a signal scintillation fading channel, however,

* demodulation errors tend to occur in burst during signal

fades. The resulting nonrandom error patterns can signifi-

cantly degrade decoding performance. Interleaving the en-

coded data and then deinterleaving the demodulated symbols

provides a means of randomizing the errors so as to restore

the error correction capability of'Viterbi and sequential

decoding. Previous assessments in the nuclear scintillated

environment show DBPSK links with coding and interleaving

have better performance than those without (Ref 12:13-34).

Convolutionally encoded DBPSK satellite communication

links require somekind of interleaving even for the AWGN

channel. DBPSK demodulated symbol errors typically occur in

pairs which destroy the channel error randomness required by

the Viterbi and sequential decoders. Thus, interleaving was

incorporated in all of the encoded 2400 bps link simulations.

Figure 36 is a simplified illustration of the interleaving

and deinterleaving process.
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Block interleaving and synchronous interleaving are two

techniques for randomizing demodulated symbol errors. Both

techniques are described in detail in a technical report by

Bogusch and Guigliano (Ref 4:180-185). The former method

which entails inserting the encoded data into an array in one

order, and then reading the data out of the array in a differ-

ent order, was not used. Synchronous interleaving, described

in the next section, was implemented in the link simulations.

The principal advantage of synchronous interleaving is

reduced ground and/or spacecraft memory storage requirement.

Compared to a block interleaver with the same interleaving

depth (separation distance between adjacent encoded symbols)

a synchronous interleaver reduces the amount of receiver me-

mory by more than a factor of two. Hence, with a given amount

of available receiver memory a synchronous interleaver allows

more than twice as much interleaving depth for increased pro-

tection against signal fading conditions. In addition, syn-

chronous interleaving is particularly well suited to convolu-

tionally encoded links (Ref 4:164).

Unfortunately, interleaving is not without its draw-

backs. The major drawback is the time delay in message pro-

cessing at the receiver. Time delays generated from inter-

leaving are critical factors when designing a digital satel-

lite communications link for processing 2400 bps (medium data

rate) information.
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Synchronous Interleaving and Deinterleaving

A synchronous interleaver is implemented by arranging

its memory storage into a number of unequal length shift re-

gister stages, together with controlling logic to perform the

gating and shifting operations. Synchronous interleavers

operate continuously (after an initial delay) in such a way

that one interleaved symbol is read out each time an input

*is shifted into the interleaver.

The synchronous interleaver configuration implemented in

all of the link simulations is described in a paper by Ramsey

(Ref 24:334-335) as a Type IV (n2 , nI) interleaver. The de-

finition of the two parameters n, and n2  for a synchronous

(n2 , n1 ) interleaver can be stated as follows:

* No contiguous sequence of n2  symbols in the reordered

(interleaved) sequence contains any symbols that were

separated by fewer than n, symbols in the original

ordering (Ref 4:165).

The parameter nI  , determines the minimum separation

that two adjacent demodulation errors will have at the decod-

er input after deinterleaving. For example, with Viterbi or

sequential decoding, it is desirable to separate correlated

errors by at least 4 to 5 code constraint lengths. Therefore,

the value of nI  is related to decoder memory. With a rate

R , and constraint length K convolutional code, the value

of nI  should satisfy the following requirement:
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nI > 4(43)

where the factor of 4 is the minimum number of code con-

straint lengths over which errors should be uncorrelated for

optimum decoder operation.

Parameter n2 determines the minimum separation of

I:. .~adjacent encoded input symbols in the output transmission

sequence. Thus for two adjacent symbol errors to be present

at the decoder input, an error burst due to signal fading

would have to encompass n2 symbol bit periods. Therefore,

the value of n2 , commonly referred to as the interleaver

depth, is related to the maximum expected fade duration. The

fade duration is measured by the signal decorrelation time,

T 0 To provide sufficient interleaving depth so that fade

durations corresponding to a specified value of T are not

.i likely to produce correlated errors at the decoder input, the

value of n2 should ideally satisfy the following requirement:

n2  (RD/R) 0  (44)

where RD is the uncoded data bit rate and R is the code

rate (Ref 4:162). Note, RD/R is the modulation symbol rate.

This requirement on n2 is, in practice, reduced some-

what without incurring extreme degradation of link perform-

ance. Bogusch and Guigliano (Ref 4:162), explain that the

precise penalty for less than ideal interleaving depends on
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the type and rate of the error correction code, the desired
level of performance and available link margin. An approxi-

mation of the maximum value of To for which a synchronous

-A interleaver can provide sufficient interleaving for a parti-

cular value of n2  is given by:

To  On2 /(R/R) sec (45)

That is to say, if To < 10n 2/(%/R) sec degradation of link

performance will be less than 3 db. The Type IV (n2, n1)

synchronous interleaver configuration is described by Ramsey

to be optimum when n2 > 2nI  , and n, and n2  are rela-

tively prime (nI and n2 must not contain any common factors).
1 2'

The implementation of a Type IV (n2 , nl) synchronous

" interleaver is illustrated in Figure 37. The algorithm for

this type of interleaver can be explained as follows:

1. Shift all stages right one bit, insert new symbol

into tap n1 - 1 (farthest from output);

2. Shift only those stages following tap nI - 2 right

one bit, insert new symbol into tap n - 2 ;

3. For each k , k = 1, 2,..., nI  , repeat in

the same manner. Shift only those stages following

tap nI - k right one bit, insert new symbol into

tap nI -k

The value of n2  is used with nI  to determine the

storage capacity of each shift register. The required
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storage capacity for the left-most shift register is given

by (Ref 4:167):

S 1  1 (46)

where [Idenotes the truncated integer part of the enclosed

expression. Eq (46) has been derived from the fact the left-

most set of shift register stages following tap n 1 - 1 needs

only enough storage capacity to contain one input symbol for

each set of n 1  input symbols, or fraction thereof.

The shift register stages following tap n 1 - 2 require

enough storage capacity for one input symbol for each set of

n 1  symbols plus one symbol received from the preceding stage

-set of n 1  input symbols. Therefore, the required storage

in this shift register is given by

', 14 + (47)
nl-2n1

The general expression for the storage capacity required

by the set of shift register stages following tap n1  k

is given by

Sni-k = + n-~- (48)

( whiere

1 < k< n - 1

.4 1 3 0
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'- As shown in Figure 37, no shift register is needed following

tap 0 (output of interleaver).

The function of the deinterleaver at the DBPSK receiver

site is to invert the interleaving process so as to restore
.4

the demodulated symbol bits in their original sequence at

the input to the decoder. The implementation of the deinter-

leaver for a Type IV (n2 , nI) synchronous interleaver is

shown in Figure 38, and the algorithm follows:

1. With the output connected to tap n1  1 , shift

a new input symbol directly to output.

2. Extract output symbol from tap n1 - 2 , shift only

those stages from input through this tap while in-

serting a new input symbol.

3. Decrement tap number by 1 and repeat. That is for

k =n -1, n- 2, . . . 1, 0 extract output sym-

bol from tap k , shift only those stages preceding

this tap while inserting a new input symbol.

The number of stages required in each shift register of

'.. the deinterleaver is the same as that of the corresponding

interleaver shift register taken in reverse order. A general

expression of stages in the deinterleaver shift register pre-

, ceding tap number k is given by

S = n+ , 0 < k < n -2 (49)

9$.

An important consideration for determining the specific

7. synchronous interleaver implementation to be used in a
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satellite link is the total storage required by the inter-

leaver and deinterleaver. The storage requirement for a

Type IV (n2 , n1 ) interleaver is given by (Ref 12:39):

-' SI = 1/2 (n1 - 1) (n2 + 1) bits (50)

The storage requirement for the deinterleaver used in the

link simulations is equal to the storage requirement for the

Type IV (n2 , n1) interleaver, i.e., SD = S . As indicated

by Eq (50), the parameter values of n2 and nI dictate the2-.1

overall memory storage requirement for this type of synchron-

ous interleaver at the transmitter and receiver.

Another important synchronous interleaver link design

consideration is the total time delay associated with pro-

. cessing a single encoded bit of information through a Type IV

synchronous interleaver and deinterleaver. This time delay

is generated by the total storage requirement for the inter-

leaver and deinterleaver (Ref 12:39) given by the equation:

D = S I + SD bits, (51)
I.:D

where the total time delay in seconds can be expressed as:

$D
D = D (52)S (RD/R)

= D

4800'C.

for a 2400 bps, rate 1/2 encoded link.
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Thus, it follows the parameters n2 and n1 not only

specify the Type IV interleaver implementation and memory

storage requirements but the link's interleaving time delay

as well.

Synchronous Interleaver Implementation for the Viterbi and

Sequential Decoded Link Simulations

A Type IV (133, 61) synchronous interleaver was imple-

mented for both the Viterbi and sequential decoded link simu-

lations. The interleaver parameter values, n2 = 133 and

n = 61 , provide optimum interleaving for the Viterbi de-

coded link and a certain degree of sub-optimum interleaving

for the sequential decoded link. The interleaver and dein-

terleaver storage requirements and resultant time delays are

listed in Table IX. These storage requirements and time

TABLE IX

Synchronous Interleaver Parameter for the Viterbi
Decoded Satellite Communication Link

Code Constraint Length K 7

Type IV (n2 , n1 ) Interleaver (133,61)

Interleaving Period (sec) 0.027708

Total Delay (bits) 8,040
(D) = (n 1 -1) (n 2 +1)

Total Delay (sec) 1.675
(Ds)(Rate 1/2 Code)

. Total Transmitter Storage (bits) 4,020

Total Receiver Storage (bits) 12,060
(3-bit Soft decision decoding)*

*The link simulations incorporated 3-bit quantization
-.:,: of the demodulated output.
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A.

" , delays were derived using Eqs (46) through (52). Using the

approximation given by Eq (45), it was found the above inter-

leaver could provide sufficient interleaving for a slow fad-

ing channel with a maximum decorrelation time,

To - 0.28 sec

The link simulations incorporating sequential decoding

may have been subject to a small degree of sub-optimum inter-

leaving due to the value of n1  * A 'desirable' value of

nI  ,specified by Eq (43), was not used in these simulations

because of the large impractical interleaving/deinterleaving

time delays and transmitter/receiver storage requirements for

an actual 2400 bps link with rate 1/2, large constraint

length convolutional encoding. A comparison of the delay

times and storage requirements associated with constraint

lengths 25, 30, and 7 encoded systems for optimum interleav-

ing are listed in Table X. The values of n1  and n2  for

the optimum synchronous interleaving cases were derived us-

ing Eqs (43) and (44).

A1.3
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TABLE X
Comparison of Synchronous Interleaver Parameter Values

for Various Code Constraint Lengths

Code Constraint Length K 30 25 7
Type IV (n2 , n1 ) Interleaver (541, 269) (499, 223) (133, 61)

Interleaved Period (sec) 0.11 0.10 0.027708
Total Delay (bits) 145,256 111,000 8,040

(D) = (n1-l) (n2+1)

Total Delay (sec) 30.26 23.125 1.675
(DS ) (Rate 1/2 Code)

Total Transmitter Storage. (bits) 72,628 55,500 4,020

Total Receiver Storage (bits) 217,884 166,500 12,060
(3-bit soft decision decoding)*

*The link simulations incorporated 3-bit quantization of the
demodulated output.

.1
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. ,,VIII. Sequential vs Viterbi Decoder Performance for the
AWGN and Scintillated Channel

This chapter examines and compares the performance of

sequentially decoded long constraint length codes versus a

Viterbi decoded short constraint length code for the 2400

bps, DBPSK, satellite communications link. The performance

results of the Viterbi and sequentially decoded links are

- presented for the AWGN and scintillated channels. Results

are presented in terms of bit error rates which have been

measured from detailed digital link simulations using the

AFWL FSK-PSK Code discussed in Chapter III. Sequentially

decoded link performance results should be considered as

* optimal because link simulations do not demonstrate the ef-

fect of overflow. However, a measure of the average sequen-

tial decoder computational requirements per decoded bit are

presented.

The maximum likelihood Viterbi decoding of a rate 1/2,

constraint length 7 convolutional code provides the baseline

of comparison for sequential decoding of 1/2, constraint

length 25 and 30 codes. A detailed discussion of the R = 1/2,

K =7; R = 1/2, K = 25; and R = 1/2, K = 30 convolutional

codes is presented in Chapter IV.

Some of the receiver design parameters which are held

constant for the Viterbi and sequential decoded link simula-

tions are given in Table XI. The decoder path memory lengths,
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TABLE XI

Constant Receiver Design Parameters

Type of PSK modulation DBPSK

PSK data bit rate 2400 bps

PSK code symbol rate 4800 bps

A/D sampling rate 9600 Hz

Carrier frequency 20 GHz

No. soft-decision bits 3

Convolutional encoding rate 1/2

Synchronous interleaver Type 4 (n2=133, n1=61)

TABLE XII

Code Constraint Length and Corresponding Decoder Path

Memory Lengths for the Various Viterbi and

Sequential Decoded Link Implementations

Code Constraint Decoder Path DPML
Decoder Length (K) Memory Length (DPML) K

Viterbi 7 31 4.43

Sequential #1 30 133 4.43

Sequential #2 25 111 4.44

*DPML, for the sequential decoder implementations were set so

that the ratio of DPML per code constraint length (K) would

be the same as that given for the Viterbi decoded link. This

DPML/K relationship is illustrated in Table XII. Therefore,

all three decoders have approximately the same relative num-

ber of decoded bits that must be processed before a final bit

decision can be outputted from the decoder.

.. 1382'.
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In addition to the bit error rate performance results,

implementation trade-offs between Viterbi decoded and sequen-

tially decoded links are presented for both the undisturbed

and signal scintillation conditions. Implementation consi-

-derations for the Viterbi and sequential decoders are dis-

cussed in terms of decoder bit processing delays.

Performance of Sequential and Viterbi Decoding in AWGN

Figure 39 and Table XIII show the simulation results

for the Viterbi decoder and the two sequential decoders in

AWGN. Performance results are given in terms of bit error

rate versus Eb/No. As illustrated in Figure 39 the Viterbi

decoded R = 1/2, K=7 code outperforms the sequentially de-

coded R = 1/2, K = 30 and R = 1/2, K = 25 codes for bit

error rates > 10-5 . Link assessments were not performed

for bit error rates < 10 due to the extensive amount of

computer time to obtain meaningful statistical results. The

bit error probability performance curves of all three convo-

lutional coding systems are rather steep at 10- 5  There-

- fore, it isn't immediately apparent if either sequentially

decoded system would outperform the Viterbi decoder as they

approach their theoretical limits at lower values of bit

error rate.

Considering the two sequentially decoded system bit

error probability curves, the K = 30 code has a distinct

advantage over the K = 25 code for Eb/No between 4.0 and
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100 Decoding, DPML=133
"----- Convolutional Coding,

R=1/2, K=7 Viterbi
Decoding, DPML=31

7F- Convolutional Coding,
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10-1 Decoding, DPML=111
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Figure 39. Sequential and Viterbi Decoded Link
Performance in AWGN.
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TABLE XIII

Simulation Data for 2400 bps, DBPSK Link in AWGN

Decoded Bits

Mean Ave. No. of
Eb/NO (dB) Total Bit Error Rate Computations

per Bit

Convolutional Coding, R=l/2,K=7-Viterbi Decoding, DPML=31
3.0 1,080 3.037 X 10-1  N/A.102

4.0 1,080 6.111 X 10-3 N/A
5.0 1,080 5.556 X 0 N/A
6.0 100,158 6.290 X 0 N/A
6.5 500,040 2.400 X 10 N/A

Convolutional Coding, R=1/2,K=30-Sequential Decoding, DPML=133

3.0 36 3.056 X 10- 1 2,699.300
4.5 25,200 1.516 X 10 222.530

5.025,001 122.5505.0 50,040 1.503 X 10- 129.855
6.0 100,080 3.777 X 10 -3 5.897
6.15 300,240 5.143 X 103 4.867
' 6.25 100,080 3.417 X 10-3 5.100

6.375 500,040 6.379 X 10 4 0.950
6.5 500,040 8.419 X 10- 1.080
6.75 500,040 1.480 X 10- 0.546
7.0 500,040 0 0.230

Convolutional Coding, R=1/2 ,K-25-Sequentia1 Decoding,DPML=111

3.0 54 2.963 X 1-1 278,800
4.5 20,160 2.008 X 10- 248.110
6.0 100,080 1,469 X 102 8.300
6.625 400,320 4.676 X 103_ 1.280
6.75 500,040 2.126 X 0 2.140
7.0 600,120 0 0.120
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7.0 dB. This is primarily due to the difference in constraint

lengths and decoder path memory lengths. Figure 39 illus-

trates, however, that the K = 30 code performance improve-

ment over the K = 25 code decreases as Eb/No approaches

7 dB. In fact, both sequentially decoded links approach a

theoretical limit in bit error performance at 7.0 dB. The

significance of the simulation results for the sequentially

decoded systems is not so much their statistical exactness

*but the overall trends of the bit error probability curves

and the theoretical limits they approach. In addition, simu-

lation results obtained at Eb/No values near the 7.0 dB

theoretical limit were generated from computer link simula-

tions that gave reasonable turn around time.
Comparing the Viterbi and sequentially decoded systems

again, Figure 39 shows the Viterbi decoded K = 7 code pro-

vides bit error probability improvement over the uncoded link

for Eb/No values greater than 4.0 dB. The sequentially de-

coded K = 30 and K = 25 codes, however, provide bit er-

ror probability performance improvement over the uncoded link

for Eb/No values of 6.0 dB and 6.625 dB respectively. Viterbi

and sequentially decoded system performance starts out in-

ferior to the uncoded link at low received bit energy-to-

noise density ratios. The cause of the comparitive degraded

performance of the coded links is largely due to the bursty

or correlated nature of the demodulated symbol errors input-

ted to the decoders. Although the links are interleaved,
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TABLE XIV

. 1: Viterbi Decoded Performance Gains of the R = 1/2, K 7
Encoded Link Over the Sequential Decoded Links in AWGN

BER R =1/2, K = 30 Code R =1/2, K = 25 Code

10 0.6 dB 1.0 dB

105 0.5 dB 0.5 dB

the frequency of symbol errors at low Eb/No's appear clumped
and thus destroy the random error-correction capabilities of

all three of the decoders. The demodulated symbol errors then

become more random or memoryless as the Eb/No increases.

Table XIV lists the Viterbi decoded link performance

gain over the two sequentially decoded links for a bit error

probability of 10- 3 and 10-5  For these bit error rates,

performance gain of the coded systems differ, at most, by

1.0 dB.

Figure 40 illustrates the average number of computations

versus Eb/No to decode a single bit of information. The sig-'

nificance of this computational value is that it accounts for

the time delay induced by sequential decoders to produce a

a final bit decision.

Viterbi decoders essentially have a decoding delay in

information bits equal to the decoder path memory length,

DPML. The bit delay can be transformed into a time delay

relationship for the Viterbi decoder implementation in this

investigation by way of the following:
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104 0- Convolutional Coding,
R=1/2, K=30 Sequential
Decoding, DPML=133

7 ----- Convolutional Coding,
R=1/2, K=25 Sequential
Decoding, DPML=1l1
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Figure 40. Average Number of Sequential Decoder Compu-
tations Required to Decode a Single Data
Bit of Information in AWGN.
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T DPNL
TDD

=31

2400

=0.013

where

R= information data rate (bps)

T D =decoder path memory length processing delay (sec)

while for the sequential decoder, the average time delay for

processing a single bit of data is given by

T=TD + T (53)

4Y where TC equals the decoder computational delay approxi-

mated by Eq (41) in Chapter V. The average time delay asso-

U)ciated with the K =30 sequentially decoded system is

given by

T Mo + T240 C (54)

=0.055 + T C

and the average time delay for the K =25 sequentially de-

coded system is found to be

T -+ T2400 C
(55)

=0.046 + T C
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Hence, decoder bi. processing delays are a viable considera-

tion in determining the implementation trade-offs between

the Viterbi and sequentially decoded systems. In addition,

the average time delay given by Eq (53) is useful as a start-

ing point for the communication systems analyst concerned

about potential overflow problems for an actual hardware/

software sequential decoder implementation.

Returning to Figure 40, the average number of computa-

tions per bit decreases as Eb/No increases. Note the sequen-

tially decoded system with code constraint length 25 and de-

coder path memory length 111 made bit decisions based upon a
fewer number of searches compared to the other sequential

decoded link for Eb/NO < 6 dB . This is because the form-

er sequential decoder can only search back 111 code tree

i nodes in attempt to follow the correct search tree path,

while the other decoder can search back 133 nodes. Above

6 dB, both decoders search back into the code about the same

distance.

The received message characteristics of the Viterbi and

sequentially decoded links are shown in Figures 41, 42, and

43. Viterbi errors occured in short burst, engulfing 1-5

message characters, and were randomly spread in any one link

simulation. In addition, the messages or lines received in

error were still easily interpreted.

Figure 42 shows the sequentially decoded errors occured

in more widely separated burst entailing a larger number of
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Figure 41. Viterbi Decoded Message Errors in AWGN.
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Figure 42. Sequential Decoded Message Errors
in AWGN with K = 30 Code.
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Figure 43. Sequential Decoded Message Errors
in AWGN with K =25 Code.
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message characters. During these bursty periods the messages

were totally uninterpretable until the decoder began

straightening itself out. An interesting observation made

during many of the link simulations was, for Eb/No > 6 dB

the sequentially decoded message came thru without errors

over longer time periods than did the Viterbi decoded messages.

*.. Hence, sequential decoding looks promising for the satellite

communications link requiring low message error rates. Mes-

sage error probability of performance for sequential decoding

versus Viterbi decoding, however, requires further investi-

gation.

Undetected bit errors with sequential decoding are gen-

erally one of two types. The first source of error arises,

when because of the finite size of the sequential decoder

path memory length, the decoder is not permitted to search

sufficiently far back in the code tree and change its mind

about an earlier tentative decision. The sequential decoders

implemented in this performance assessment can only go back

as far as the origin of the search tree stack. A follow-on

extension of the search tree stack may not correspond to the

correct path at first but the decoder eventually finds the

correct path as illustrated in Figure 43. These kinds of

errors, which also create overflow problems for actual hard-

ware/software sequential decoders, can be reduced in proba-

bility of occurrence by increasing the decoder path memory

length (Ref 19:497).
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The second source of errors occurs less frequently. An

especially noisy received sequence can very closely approxi-

mate the correct transmitted sequence generated by the de-

coder's duplicate convolutional encoder. In these instances

it is possible for several incorrect digits to be released

without a large increase in the number of branches searched.

As a result, the search tree path extends for the wrong path.

Increasing the code constraint length can significantly de-

crease these kinds of undetectable errors. A more detailed

discussion of sequential decoder error characteristics is

explained by Wozencraft and Jacobs (Ref 29:446-454).

Figure 44 and Table XV show another aspect of the sequen-

tial decoder's bit error probability performance in AWGN.

* Illustrated here is the bit error rate performance for

various decoder path memory lengths. The principal data

* points are those generated for the K =30 convolutional

code system operating with an E b/No 6 6dB,. Bit error

probability improves dramatically as the decoder path memory

length increases from 90 bits (3 times the constraint length)

to 133 bits (4.43 times the constraint length). As the de-

coder path memory length approaches 150 bits the bit error

rate performance begins to level off. The latter performance

characteristic demonstrates why the decoder path memory

length is typically set at 4 to 5 times the constraint length.

in addition, two data paints have been plotted for the sequen-

tially decoded K =25 code. These points indicate a similar
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Figure 44. Performance of Sequentially Decoded Link with
Various Decoder Path Memory Lengths.
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TABLE XV

•. "Simulation Data for 2400 bps, DBPSK Link in AWGN
For Various Decoder Path Memory Lengths

Decoded Bits

Constraint Multiple Bit Error
Length (K) DPML of K Total Rate

Rate 1/2 Convolutional Code - Sequential Decoding, Eb/N =6dB

30 90 3.0 100,080 6.831 X 102

30 115 3.83 100,098 1.490 X 103

30 133 4.43 100,080 3.777 X 103

30 150 5.0 100,080 2.858 X 102_

25 111 4.44 100,080 1.469 X 103_

25 133 5.32 100,080 3.777 X 10 -_

I.

TABLE XVI

Simulation Data for 2400 bps, DBPSK Link in AWGN
for Two Constraint Lengths

Eb/N° = 6 dB

Decoded Bits

Constraint Length(K) Total Bit Error Rate

Rate 1/2 Convolutional Code - Sequential Decoding, DPML 133

18 100,080 1.070 X 10-2

30 100,080 3.777 X 10 -3
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bit error probability performance trend for the lower con-

straint length code.

Finally, Table XVI illustrates the change in bit error

performance with varying constraint lengths. These results

were derived using a constant decoder path memory length,

DPML = 133 bits and an EbNo = 6 dB . As the code con-

straint length increases from 18 to 30 a noticeable improve-

ment in bit error probability performance occurred.

Performance of Sequential and Viterbi Decoding in Scintillation

The primary purpose of this section is to illustrate the

performance characteristics of a sequential decoder operating

in the scintillated channel. Secondly, the section compares

that performance with the Viterbi decoded link and presents

*: some potential implementation trade-offs between the two

convolutional coded systems.

Performance results for the scintillated channel were

obtained for three typical signal fading rates an EHF link

would have to deal with after a high-altitude nuclear detona-

tion. These fading rates correspond to a moderately fast,

moderately slow and slow amplitude/phase scintillated fading

channel. The time-selective or flat fading EHF channels

were generated by a scintillated signal structure having a

decorrelation time (T0) of 0.016, 0.05 and 0.16 seconds re-
.0

spectively. These values of T 0 are representative of fad-

ing period for a 20 GHz EHF link shown in Figure 4 of Chap-

ter II.
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An example of the scintillated signal structure which

characterizes the channels simulated in this part of the

analysi-s is depicted in Figure 2 of Chapter 11. In addition,

the scintillated. link simulations were performed using the

techniques discussed in Chapter III. Before moving on to a

discussion of the convolutional coded systems response to

signal scintillation, a general overview of the DBPSK demodu-

lation response will be presented.

A significant amount of work has already been accom-

.4 plished in determining the effects of signal scintillation

on DBPSK demodulation of a 2400 bps link (Ref 7:127-149).

The purpose is to summarize the DBPSK demodulation perform-

- - ance characteristics and describe the nature of the demodu-

lated symbol errors that are sent on to the decoders imple-

mented in the present analysis.

Amplitude fading and noise are the dominant sources of

degradation at low fade rates (To = 0.16 sec, for example)

* and low Eb/No. Demodulated symbol errors typically occur in

clumps or burst. As the fade rate increases, however, DBPSK

performance becomes progressively worse, from slow fading.

At faster fade rates DBPSK performance degrades due to phase

glitches generated by the phase scintillation effects more

so than the amplitude scintillation in the channel.

DBPSK symbol decisions are based upon the average dif-

ference of the received baseband signal phase between sequen-

tial symbol periods. Symbol errors can occur when the
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residual phase glitch changes the average signal phase dif-
ference between a sequential pair of symbols by more than 90

degrees (Ref 17:45). Therefore, a fast or even moderately

fast fading channel (To = 0.016 sec) simulated in this anal-

ysis produces DBPSK demodulation errors due to the loss of

signal phase coherence over two consecutive symbol periods.

As previously mentioned in Chapter II, DBPSK demodula-

tion performance in fast fading can be improved by increasing

.IEb/No, but this only works for so long in the 2400 bps case

v- until a 'leveling-off" in bit error rate performance occurs.

The leveling-off in performance is because the demodulated

symbol errors which occur due to phase scintillation are not

reduced by increasing signal power.

Unlike the bursty demodulated symbol error patterns in

slow fading, the symbol errors in rapid fading are more ran-

dom or uncorrelated. For the most part, in fast fading con-

ditions, the channel appears memoryless. In moderately fast

to moderately slow scintillation (To = 0.05) the combined

contribution of phase and amplitude scintillation effects in-

crease. Referring now to the link simulations results for

the Viterbi and sequentially decoded systems, Figure 45 and

Table XVII show the bit error probability performance vs

Eb/No for the moderately fast fading channel (T0 = 0.016 sec).

Again, the Viterbi decoded link outperforms the sequential

decoded links for bit error rates > 10
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Figure 45. Encoded 2400 bps, DBPSK Link Performance in
:. *Moderately Fast Scintillation, To  0.016 sec
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TABLE XVII

Simulation Data for a 2400 bps, DBPSK Link in
Moderately Fast Scintillation, To = 0.016 sec

Decoded Bits

Mean Ave. No. of
Eb/No (dB) Total Bit Error Rate Computations

per Bit

Convolutional Coding, R=1/2,K=7-Viterbi Decoding,DPML=31
.4,-3

-. 8.0 50,040 5.256 X 10-  N/A
-. 10.0 50,040 1.40 X 10- N/A

10.25 400,320 4.247 X 10-5 N/A
10.5 300,240 0 N/A
11.0 1,000,080 4.0 X 106 N/A
12.0 100,182 0 N/A

* Convolutional Coding, R-1/2 ,K-30-Sequential Decoding,DPML-133

--
10.0 50,040 1.55 x 10-2 7.79
11.0 110,160 4.630 X 10_ 2.48
11.25 500,040 1.0 X 10 4 0.17
11.5 500,040 0 0.123
12.0 110,160 0 0.105

Convolutional Coding, R=1/2 ,K=25-Sequential Decoding,DPML=111
.' 10.0 50,040 5.330 X 10- 2 16.63

12.0 110,160 4.520 X 10- 2.99
12.25 500,040 4.0 X I0-  0.23
12.5 500,040 0 0.07

Convolutional Coding,R=1/2,K= 30-Sequential Decoding,DPML=150

10.0 110,160 8.905 X 10- 4.85
11.0 110,160 7.244 X 10_ 1.42
11.25 500,040 7.899 X 10 0.99

* . 11.5 500,040 0 0.12
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A third sequential decoder with a larger decoder path

memory length, DPML = 150 ,was implemented to analyze

changes in performance for the R = 1/2t K = 30 convolu-

tionally encoded link. As illustrated in Figure 45, no

significant changes occurred; in fact, this decoder essen-

tially retained the same performance as the decoder with

DPMLU = 133 . Clearly, the distance searched back into the

code tree, in an attempt to follow the correct search tree

path, was limited to 133 nodes.

The K =30 code has a bit error probability performance

gain over the K =25 code of about 1.0 dB for this channel.

Figure 45 shows the K =30 sequentially decoded link approx-

imates a theoretical limit of 11.5 dB, whereas, the K =25

~W sequential decoded system approaches a theoretical limit of

12.5 dB. Thus both sequential decoders maintain their steep

bit error probability performance curves from the AWGN chan-

nel case. However, significant increase in Eb/No is re-

quired to obtain comparable performance. The sources of un-

detected bit errors with sequential decoding that were pre-

U)Q viously discussed for the AWGN channel are the same for the

scintillated channel. The difference is, for the scintil-

lated channel, the undetected bit errors occur more fre-

quently.
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TABLE XVIII

Viterbi Decoded Performance Gain Over the Sequential
Decoded Links in Moderately Fast Fading

BER R = 1/2, K = 30 Code R = 1/2, K = 25 Code

10 - 3  .75 dB 1.75 dB

10 - 5  2.25 dB 3.25 dB

Table XVIII lists the Viterbi decoded link performance

gain over two of the sequentially decoded links. This table

further demonstrates this maximum likelihood Viterbi decoded link

using a shorter constraint length code still outperforms the

longer constraint length sequentially decoded links imple-

mented in this investigation. Lastly, the uncoded link per-

formance results in Figure 45, as well as, Figures 46 and 47

were derived from previous analyses (Ref 12:25, 27, 31).

In the moderately slow signal scintillated fading chan-

nel 00 = 0.05 sec) Figure 46 and Table XIX show the Viterbi

decoded link has better bit error performance than either of

the three sequential decoded systems. Again the difference

in performance between the DPML = 133 and DPML = 150

. sequential decoders is very small. In fact, all three sequen-

tial decoded bit error probability performance curves merge

together to approach a theoretical limit of 13 dB. Differ-

ences in performance between the sequentially decoded K = 25

convolutionally encoded link and the K = 30 encoded link
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7 7- Convolutional Coding,

R=1/2, K=25 Sequential
Decoding, DPML=11l
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10- -R=1/2, K=30 Sequential.. . Decoding, DPML=150
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Figure 46. Encoded 2400 bps, DBPSK Link Performance in
Moderately Slow Scintillation, T0 = 0.05 sec.

161

. -"' ' "; . :', ...; .. '2':'. .. " . " - " . " . . " .., -. . .. -. . . . . . * : . -, -



777- .M*' n.

TABLE XIX

Simulation Data for a 2400 bps, DBPSK Link in
Moderately Slow Scintillation, To = 0.05 sec

Decoded Bits

Mean Ave. No. of
Eb/N° (dB) Total Bit Error Rate Computations

per Bit

Convolutional Coding, R=1/2, K=7-Viterbi Decoding,DPML=31
8.0 60,120 1.100 x 102 N/A

-. 410.0 60,120 3.327 X 10-5 N/A
11.0 300,240 4.663 X 10- N/A
12.0 500,040 6.000 X 10- N/A

Convolutional Coding, R=1/2,K=30-Sequential Decoding, DPML=133

10.0 150,120 8.450 X 10 4.243
12.0 150,120 3.531 X 10 0.236
12.5 500,040 1.800 X 10-- 0.496
13.0 500,040 0 0.1166

Convolutional Coding,R=I/2,K=25-Sequential Decoding,DPML=111

10.0 150,138 3.097 X 10-2 12.496
12.0 150,120 5.795 X 10-4 0.597
12.5 500,040 5.840 X 1-4 0.52
13.0 500,040 0 0.12

Convolutional Coding, R=1/2,K=30-Sequential Decoding,DPML=150
43

10.0 150,120 5.030 X 104 2.44
120.0 150,120 3.531 X 10 0.2412.5 500,040 2.220 X 10 0.47

13.0 500,040 0 0.12
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TABLE XX

S.. ,.Viterbi Decoded Performance Gain Over the Sequential
Decoded Links in Moderately Slow Fading

BER R = 1/2, K = 30 Code R = 1/2, K = 25 Code

10-3  2.0 dB 2.5 dB

10-5  1.5 dB 1.5 dB

are significant for Eb/N > 10 dB . Finally, Table XX lists

the approximate performance gain of the Viterbi decoded link

over the sequential decoded systems.

Figure 47 and sumulation data results in Table XXI were

obtained for T= 0.16 sec . This value of T corre-

sponds to relatively slow scintillation for the 2400 bps,

DBPSK, coded links shown here. Recall for the slow fading

channel, amplitude fading is the predominant contributing

factor for demodulated symbol errors. Fewer errors are gen-

erated as a result of phase perturbations occuring in the

channel. Because the DBPSK demodulated symbol errors occur

in clumps more frequently, the synchronous deinterleaver has

greater difficulty in randomizing the errors. Therefore,

during slow amplitude fading periods, deinterleaved symbol

errors inputted to the random error-correction decoders are

no longer memoryless. As a result, Figure 47 indicates lar-

ger Eb/No's are required to obtain comparible bit error pro-

bability performance found in moderately fast and moderately

slow fading channel conditions.
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* No Coding (Ref 12:26)

-----------------------------Convolutional Coding,
R=1/2, K=7 Viterbi
Decoding, DPML=31

100 0Q Convolutional Coding,
R=1/2, K=30 Sequential
Decoding, DPML=133

V Convolutional Coding,
R=1/2, K=25 Sequential
Decoding, DPML=1l

1-1 0 - Convolutional Coding,
10 R=1/2, K=30 Sequential

Decoding, DPML=150

S10-2

-14

10

0
0

1o 6 8 10 12 14 16 18 20

Mean Eb/No (d)

-4Figure 47. Encoded 2400 bps, DBPSK Link Performance in Slow
Scintillation, Tob 0.16 sec
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TABLE XXI

- ~ ~*i ~ Simulation Data for a 2400 bps, DBPSK Link in
Slow Scintillation, To 0.16 sec

Decoded Bits

Mean Ave. No. of
Eb/INo0 (dB) Total Bit Error Rate Computations

per Bit

Convolutional Coding, R=1 /2, K=7-Viterbi Decoding, DPML=31

8.0 120,24.0 3.409 X 1- 2 N/A
15.0 120,240 6.653 X 1-5 N/A
20.0 500,040 9.999 x 0-6 N/A

Convolutional Coding, R=1/2 ,K=30-Sequential Decoding, DPML=133

10.0 100,080 5.280 X -2 25.67
15.0 100,080 3.028 X 30 1.264
15.5 500,040 6.080 X 10_.4 0.44
16.0 500,040 4.320 X 1_50.529786
17.0 500,040 2.800 X 100.22

*20.0 100,080 0 0.07267

Convolutional Coding, R=1/2 ,K=25-Sequential Decoding, DPML=111

10.0 100,080 7.334 X 10-2 34.0
15.0 100,080 6.964 X 1032.955
18.0 500,040 4.450 X 1-40.29
19.0 500,040 0 0.083

Convolutional Coding,R=1/2,K=30-Sequential Decoding,DPML=150

10.0 100,080 5.043 X -2 30.96
15.0 100,080 1.439 X 1_40.6436
16.0 500,040 2.120 X 1050.30
17.0 500,040 2.800 X 1-0.22
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The most significant result illustrated in Figure 47 is

* ~the fact the Viterbi decoded link loses its advantage over

the sequential decoded links for bit error rates < 10-5

All three sequential decoded systems begin outperforming the

Viterbi decoded system as they approach Eb/No values corre-

sponding to their theoretical limits. As shown in the pre-

vious scintillated channels, the slope of the Viterbi bit

error probability performance curve steepened as it approach-

ed Eb/No values corresponding to the sequential decoder's

theoretical limits. In the slow fading channel, however,

the curve's slope becomes more shallow. In constrast, the

sequential decoded links maintain their theoretical limit

performance characteristics. Clearly, the sequential decod-

0 ers handle the slow amplitude fading channel conditions bet-

ter than he Viterbi for bit error rates < 10-

The K = 30 convolutionally encoded system approaches

a theoretical limit of 17.25 dB and the K = 25 encoded link

approaches a theoretical limit of 19 dB. Here again the

K = 30 sequentially decoded link with DPML = 150 is essen-

tially equivalent in performance to the link with DPML = 133.

.: Lastly, the Viterbi vs sequential decoded link performance

gain chart is provided in Table XXII.

Before summarizing the system implications based upon

the scintillated channel results presented above, Figures 48

through 50 have been included to illustrate the characteris-

tics of messages that were received in error. These messages
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TABLE XXII

Viterbi Decoded Performance Gain of the R = 1/2, K = 7
Encoded Link Over the Sequential Decoded Links in Slow Fading

BER R = 1/2, K = 30 Code R = 1/2, K = 25 Code. .3,

10 -  4.35 dB 5.9 dB

10 - 5  -2.75 dB -1.0 dB

'were obtained from the link simulations performed for the

moderately fast fading channel. However, the received mes-

sage error characteristics shown in these figures are the

same for the other scintillated channels as well. Figures

*48, 49, and 50 again show Viterbi decoded bit errors produce

a short sequence of character errors; whereas, the sequen-

tially decoded errors occurred in widely separated burst, en-

tailing a larger number of message characters.

Implementation Trade-Offs for System Application

Comments summarizing the performance and implementation

trade-offs between the short constraint length encoded link

with Viterbi decoding and the long constraint length encoded

links with sequential decoding are presented for a digital

satellite communication system that is expected to operate

in a prolonged nuclear scintillated environment. To re-

iterate, the link under consideration incorporates rate 1/2

encoding of 2400 bps data and utilizes DBPSK modulation/

demodulation.

As discussed in the preceding paragraphs, a 10 bit

error probability was found as a useful lower bound for,S.

167

.o 
.. f 

. - -



- .

i~
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SILULAT:.N OF i400 BPS DSPSK LINK AITH V[TERSI DECOCING
S:MULATICN OF 2400 BPS DUPSK LINK WITH VITERSI DECODING
SIMULATION OF 2400 BPS vOPSK LINK WITH VITERBI DECODINGr EMULATIOX OF 2400 UPS OSPSK LINK WITH VITERSI DECODING4
SIMULATION OF 2400 BPS D3PSK LINK WITH VITERBI DECODING
SIMUI.ATION OF 2400 BPS DBPSK LINK WITH VITERSI DECODING
SIMULATION OF 2400 BPS DUPSK LINK WITH VITERSI DECODING
SIULATIN OF 2400 BPS DOPSK LINK WITH VITERSI DECODING
SIMUL.ATION OF 2400 BPS DUPSK LINK WITH VITERSI DECODING
SIMULATION OF 2400 BPS DOPSK LINK WITH VITERSI DECODING
SIPULATTIN OF 2400 BPS OSPSK LINK WITH VITERS! DECODING
SIMULATION OF 2400 UPS DBPSK LINK WITH VITERSI DECODING

" SIMULATICN OF 2400 BPS DSPSK LINK WITH VITERBI DECODING .
- SI1ULATICN OF 2400 PS DOPSK LINK WITH VITERUI DECODING .

SIMULATION OF 2400 BPS DUPSK LINK. WITH ITERSI DECODING .
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- SIMULATION OF 2400 UPS DUPSK LINK WITH VITERBI DECODING
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X SIMULATION OF 2400 UPS DBPSK LINK WITH V$ITERS DECODING . is

SIMULATION OF 2400 UPS DBPSK LINK WITH VITERBI DECODING . -.
SIMULATI N OF 2400 BPS DUPSK LINK WITH VITERSI DECODING .
SIM.ULATION OF 2400 BPS DSPSK LINK WITH VITERSI DECODING
SIMULATION OF 2400 SPS DSPSK LINK WITH VITERSI DECODING .

-SIMULATICN OF Z400 UPS D2PSK LINK WITH VTTERS! DECODING .
SIMULATION OF 2400 BPS DOPSK LINK WITH VITERBI DECODING .
SIMULATION OF 2400 BPS DSPSK LINK WITH VITERSI DECODING .

.- SI.ULATI3N OF 2400 UPS DOPSK LINK WITH VITERBI DECODING .
SIMULATION OF 2400 BPS DSPSK LINK WITH VITERSI DECODING .
SInULATION ZF 2400 BPS DSPSK LINK WITH VITERUI DECODING .

- SIMULATION OF 2400 BPS 38PSK LINK WITH VITERBI DECODING .
SIMULATIGN bF 2400 3PS OSPSK LINK WITH VITERSr DECODING .
SIMULATICN OF 2400 UPS DUPSK LINK WITH VITERBI DECODING .

.. SIMULATION OF Z400 BPS OSPSK LINK WITH VITERSI DECODING .
SIMULATION OF 2400 BPS DSPSK LINK WITH VITERSI DECODING .
SIMULATION OF 2400 BPS DOPSK LINK WITH VITERSI DECODING .

-- SIMULATICK OF 2400 BPS DOPUK LINK WITH VITERS! DECODING..
SIMULATION OF 2400 UPS DBPSK LINK- WITH VITERBI DECODING . -
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SIMULATION OF 2400 BPS DUPSK LINK WITH VITERUI DECODING .
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SIMULATION OF 2400 UPS DOPSK LINK WITH VITERBI DECODING •
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Figure 48. Viterbi Decoded Message Errors in
Scintillated Signal Fading Conditions.

168

5'',..-- -'_-, *":"" + 1 l .lil likllllllllblt.kl;l



-. 7

St-ULAT!zC.o a's 2&0 25 'S( L..ii. .:1t. SE*3L=N'2AL 3 to: :N

5s:-ULA:N C Z -O BPS D13 P4 -!:4K A!! T :at.ET:L 3C3. JQ

s:"ULAflC'd Or 2A0 O S BSPS( '-PX '-' sE3LIN.T:4L OE:00:NG
3 :14"A7 :Ch OF 2400 ePs Z!'SA L:MA 4!T SE2LEr-IAL ZE:On:VG

I, s:uLAr!O% 29 2400 BPS 2SPS' LIN% :rT 57ai r
T
:AL D~l

s:M.JL ar a,. :' Z gag -3 5 ZS 2%K : gSE3...7:AL E:D:

SI%.L*T!CN -'= 2'00 BPS :!'3SM( '; 4z"I 3-rC4EN !AL Z E C -DI!N. - -

x

X I)q-Tf4F!*1S)GZ2T20F - .- -

x :a0exr.M.4h0O9-'Fs31iO~2PGC.4D(
7 P! LINK 1irGX SEZhCS3.CA4E

x 44a\AE.!vflDCp& uj38 Yj4-STUJMLL-AT!CN Tr 2400 SPS DSPSK A-NK W!HF SSGUEdT!AL

2ECC2
21 INw.

S!?"AJAT!CI OF V400 Sag tBP9K A-NK W! 4 SEQUENTIAL DSCZ2!NG

S!OMtA!ICN OF 2900 UPS OS'5N LINK WIT" sEOLENT:AL DSCCDI%G

3! ULRTICN OF 24C0 SPI 39.?SA L2NK d 7H4 SZ1UEN'IAL 3E:CDI:N-

- S:4t!LATICON. Ov 2400 BPS 25PSK LINK Wfl4 SEOtSNT!AL 0ECCDING

* 1g.iL:LAT:C'N OF 2400 2pg 0-ag S.2NK 4-!T4 SESLS'I
t !AL D~rCODIN0

- SI-tjA..C' C9 2400 BPS OQ'Sl LIN &aUH SE-2UEN!!AL DS.OIN

S:T-ULAT!ON C-zZ0 SOS ZSPSK LINK WITI4 SZQLEN-:A4 0.CCD!NG

SIMLATTON OF 2400 UPS 65PA '-IN4 41VU SE-.;2UNT ZAL OtOC'DINO

SI"LL-AT:CN " P 2&0t) BPS ZSPS% LINK ;o:TH 5EGLENI:AL D2z-=DINO

3!M.LAT!ZN C'F 2400 BPS 2BPSK tzqrR SE3L-!N!AL- o(V3OgG.
g:u 2F:Nc :40)- VS aeSi LI NX 41-4 gF1EsNT:AL DECD0:%G0

St9JULATIC% OF 2400 BPS DSPSK AN 14 Bfl 3tjEmT!AL DECODING

S%!LA!!OV Cc :4oo BPS 092S9 LINK .IN- SE2=L3E54!:AkJ#CCO!0NG;

*43:wULATTGC4 CF 240 UPS OBIPS4 LI'K uI~r4 SE-3UENT!AL DECODING

V S:LL37
T

ON Cc 2400 B'S OSPSK -!NK *.!Tw SEQUE-IAL DECCD!NO

-S3:-LATION Cc :&00 V~S C3PSA t.1N4 'A S&2LE%!AL DE:0DING

- a ELA'!CN Cc 2400 BPS OSPS( LANK AI!N SEM.ES%TIAL D=-CZ'D!NG

- 3: 'JL4T7aN OF 2400 BPS DSPS9 L!'49 WITH SEGuEVT!At/ DECODING

* SL~tuLA'IO% OF 2400 BPS DBPSM LINK A!!'sI LrADCOIG

*S;?-rATION OF 2'00 BPS DBPS4 L!IC a 4T" 5f5U#JEN-!4A'ECCO INOG

SIMULATION Cc 2A00 BPS 39PSK LINK WITH EUNAOEOIGt

£IruLA7!CN QF 2400 SPS 34PSK LINK wf SESLNTIAL'DECODING
S:*L -ATbON CF 2400 BPS ZBPSK LANK a:?w gE.3i4TAL4DECODING i

SI-ULATION OF 2400 BPS CSPSK LINX m:TR sEG,.tCIAtL DECODING .

5!uLArION CF ZAoo BPS DaP5K L:%K 4 1 7* gEoLE%:4LD2r-D!NO
5~rULA7I0N !F 2400 SOS 2ac( L:N4 *! ' SE2LENI:L-DCCD!'4G

S, SULAflC' er :'oo SOS 3aPSK CINK Arw4 SEIL4-:%IAL. DECCOIG

- 3 g'%LrtCa CF 2400 3Ps 23S' LAK -tT'- =-EOuENI4L DE-rCD:'4O

7 ~~S.,ULAT!O% 3Z 2400 B3PS DBPSA LE140 A! - 5(GEa,%'!AL DECC!!NO

g:MUL-Ar:ON C' Z'00 BPS 24'SK LI!N4 -:a SEtE'!LDCC9:NO

S!"-LAr:O% M, z2400 3P5 ZIPSA :'-:-% Sf..'tA ECOD!%G
Cr 14*0 -'2S C3'54 L: '44 EGd Ek- , AL.-E DCD%0- !N

F E400 3S CIPSA -.:Nq4 -1I3EG..EN7:CL D-CCD:*'a

s: -r:C- ;% m- 0 vo '3s !O.-S 2s 7.: 3- '-~ 3S:::D:%!

3:- A t3% - F 241i'0 VSn -3 4 'ZN s!N SE3T4tA o--c:NG

5'-f_:: _A- 2CP B4).PS 13PS% L:N4 .1!V- SE Ev A-- 2ECOD'.d-,
OF ::u.TC A~:00 anS 39S'g4 :% .:-H- EL EMr :A L 2CZD:%O

;I-Uf-rT2N C-,F 2400 BPS 20.'S4 L.KaNszEQLi

Figure 49. Sequential Decoded Message Errors in
Scintillated Signal Fading Conditions
with K =30 Code.

169



:9: "z cO 3?3 BnPSA -.:NA 417H iE ETA ZC=c:!zN
S'7.,A1N :z 2410 BPS 23SK L.:4 X.r W:- 33E'7AL 2ECZZCN0
St-LAT::z4 240 ap s 299Sl '.:NK WI:T -:LNAL "Er:Z2:.%

S5rLLA:=.4 CF 2400 ?PS 33PSX L.INK .4:TH SEZ'ENTAL -= 0 :C:G

3 ULMT: -- O 2400 BPS 3aSSK L.: SEXETZA Du~:~ ECTD:NGISI:-ULA7:CN OF 2400 BPS 399SX L INA .,4 7 SE73UIN!AL 3 E:: D '.4
S' NLAT:31 Z 2400s BSs ZaSX LINK A17H SE3UENTIAL.OC- :NG:~

SZM!ULATO.'e OF 2400 BPS 3SPSA LINK WI' SE0LENT"L 3E:=2ZNo
S . LA:C% OF 2400 BPS OSPSK LITNK 4! H SEL.ENTAL 2==CONG

SIMULATION CF 2400 BPS IBSAS LINA -ZT4 SELENTIAL 2CC2!NG
31:ULA7ICN ZF 2400 BPS 2SPSK LINK AITH SEILENTIAL DECCD!NG

* S:rXLAT::14 CF 2400 3pS Z8PS( LINX WITH SEOLENTIAL DECOLNG
SIMULATOP4 OF 24004 BPS 06PSK LIN WITH SESENTAL VECCOM3

.-x S:r#LATZCN CF 2400 BPS 38PSK L:NX W23AY2?0/S9.C+t3;7.
X SY'ENSSYCO 106C304t BNAF\0N43-SI2 4,4)a/7!,!/\CU ZNH.C Z!I 9G

R32S2ONK')hI>.R+LKLaU% Pt:):35:
X w!9~3,~i uD<. BgC%0AC!WK(0..E"! U!P3#-V1X7L5-T3.AEZ
x 4CS5&WBS\fi~.F LINK WITH SIX 'S23MArP' IS.Hl*083/33KW

X '-KF%5>CY,4--wRS\.JTC^Z2C4QtI'oq ,e3SK4Lr):SH"35P!-N>O"$4E!1142/7YjL,\. PSI
ICO LS
x 7TCyXFfAkA4(KRq FCNE97A-...RE-E)PKX00E93EMSV*VB':Io4.G3c"4-.3 X(SZZX!PFf7M

* 0(4A
x X3jXt*Y.2.FZ92-(X-r-aXVAH'S)H 3S0LXCBB(FV32WP18FX# rV23'D!\,j6AX0X'Y.K 'Xm:2

- S1WF4&5XE.A\3GE3*
2( *&.:P.s OXN2;I:1ZCE dO3J iT SGC3LU* 4:440 3.0PY38

X ~P9 t:HXENxD)2,3-.FLNg3W+AL2IlL3RS-.SV.4VZIS4S3jCtM- DeU*OPQDMO-.C
* A(#Ef
X 'FYNKP)ISN*tHUSt 'oI0::O'4XAStOCZ?«4Aa'CGaX(F-SB\Yun 4' "YAN&sYLSs%^

x S'7\SJRS403.X*49X+ -4sPC97Os4C-4.AICNdWKLVX4)3L:L.00.CNF'.V T45"YROOACO

31YWII3i0 -J'2,4AI4
" SIjC'-4 S.] .4! :-.5370A 03FSIWS0?Y?4jS'I7. UW@4V4--FVSCKJ'fl9

K 'N* .F!*.V.\PR&JU4GJLWJL)ACD>O'AVTrTY,.5.S
SASIJT
X )( )-Se-A93.*.X~KK -GIO(SXO<(2P4HG SPZLLINO0 TE2Z0SKSS413gZJ'U&TDF4:7Pu3%

x 3S742. C3\60ISS4 OC^RS7S:3.0\C3)a-1zaYFFOWF)*0 N4
x ^"4LS^KKCFP.4TIHPv4F&*$K 3HV*##SNdK3d E:790$*SJYS*.-S0 tVC ov\.ievPA..P&

X 0V.1SVUDANMTzdF3UENT:AL mmcOO:NG
SIMULAT:CN4 ZF 2400 Bps 36PSK LINK WITH SEUFONTIAL. DECODING
SIMULA7Zft OF 2400 BPS 08PSK LINK WITH SMSENT IAL 06CCD!N0
31MULATICS :F 2400 BPS 0BP5K L!NK w1P4 sm3ENr:AL 3EC=2!Xa
3 :.ULAT:CN Lc~ 2400 BPS 08SK LINK sI TH SZ2L.NTIA U=3ING
3:.LLArt:K CF ;ACO BPS CBSK LINK 'AZTH SESNT%AL ZC30:NG
S.. tL.A'::N - Z40-3 BPS CBPSK .I!NK WITH~ SMSENTIAL D6CC:NG

* S:'.ULAT::N :F 2400 BPS Q3PSXNA WIT ~~sZL.EN-:A.. 3E:Z:
S:!wLL.T:CN :F 24CO V'S 3BSK LINK WIT4 U3SEN7! L 36CzO3NO
3:".LA7::N - 2400 BPS OSPSA L:NA W : TN -!3..N-:AL 3S:oZINC
S:r.;LAT:ZN :F 2400 3PS 2SPS4 L.: NX 4:'4 SE3.: LN7:AL DECCOINO
S:MLLAT:CN :F 2400 BPS DSPSX -:N 4:T Ul.ENT;A. ZECCOINO .

3SrULAT:ZN :F 24CO VPS 38PSA L:NX WITH SZ3 EXII~AL 0UCODIN3
SIMULAT12% 9 24CO 3PS nSIK L INK BI E3UE7L DE:. CO. Gc::'
S:"-LAT:: :F 24C0 BPS V8PSX LIN .ITH SESLEN4I AL co~

Figure 50. Sequential Decoded Message Errors in
Scintillated Signal Fading Conditions
with K 25 Code.
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TABLE XXIII

" -*' EIN° Required to Maintain 10 Bit Error Rate as a
Function of Scintillation Fading Rate

Decorrelation Time T

0.016 sec 0.05 sec 0.16 sec

R = 1/2, K =7 Coding - Viterbi Decoding

10.75 dB 11.5 dB 20.0 dB

R = 1/2, K =30 Coding - Sequential Decoding

-• 11.5 dB 13.0 dB 17.25 dB

R = 1/2, K = 25 Coding - Sequential Decoding

12.5 dB 13.0 dB 19.0 dB

characterizing link performance. In essence, this bound was

superficially generated as a result of the link simulations

performed for the sequential decoded systems. In particular,

bit error rates < 10-5 were not found for the sequentially

*decoded links due to the theoretical limits of performance

and unreasonable computer simulation time required to detect

lower error probability. In addition, a bit error probability

of 5 X 10-  was requested by the AFWL sponsor as a maximum

lower bound for quantizing the performance.

Using the basis of comparison established above, Table

XXIII lists the approximate E IN values required to obtain
bo0li -5

a bit error probability performance of 10 for the convolu-

tionally encoded systems. Figures 51, 52, and 53 are also

171

.. I



I.'

*TV TV

104 .

Convolutional Coding,
R=1/2, K=30 Sequential
Decoding, DPML=133
2400 bps, DBPSK

103 Scintillated Signal Channel

0 2

.4 102
4J
4.)

04
0

. o = 0.16 s100
00

8 10 12 14 16 18 20 22

Mean Eb/No

Figure 51. Average Number of Computations to Decode a
Data- Bit in a Scintillated Channel with

. . R=1/2, K=30 Convolutional Encoding.
1012172



*AI

10

Convolutional. Coding,
R=1/2, K=25 Sequential
Decoding, DPML=111
2400 bps, DBPSK

43 10 2  Scintillated Signal Channel

04 1

-A 10~
4J
4.)

04

tit

410

0

8. 100 1 6 8202

10173



10 
3

Convolutional Coding,
R=1/2, K=30 Sequential
Decoding, DPML=150

:, 2400 bps, DBPSK

102Scintillated Signal Channel

. 102  0-

• -- ' • 4

'*4 ..

4.

*.', 101

4..1

0 - |
10~$ 12 14108 02

R=12, =30Convolutional Ecoding adDML10

$400 1 bs D.sK

0

b

417



. .D73 Zil 7 , - -7 0-7777

presented in this section to illustrate the average number of

computations per bit required by each sequential decoder to

produce a final data bit decision. This measurement is pro-

vided for the three scintillated channels simulated in this

investigation. As discussed in the AWGN section, the compu-

'.a tational values provide a rough measure of the decoder bit

processing time delay. Hence, time delays become a major

consideration of implementation trade-offs between the Viterbi

and sequential decoded systems.

Based upon the simulation results for the convolutionally

encoded systems in moderately fast, moderately slow, and slow

fading conditions, a satellite communications link requiring
-3 -5

a bit error rate 10 > BER > 10 for a given Eb/No less

than the theoretical limit of any sequential decoded system

would obtain maximum performance using the Viterbi decoded

link configuration. This conclusion is based upon the rather

clear-cut performance gain of the Viterbi decoded short con-

straint length code over the sequentially decoded long con-

straint length codes shown in Figures 45,46, and 47. In

addition, Figures 51, 52, and 53 illustrate the additional

time delay induced by each of the sequential decoders to pro-

duce a final decoded bit decision at Eb/No values less than

their theoretical limit. The extra time here needed to

search through the code tree can also induce further degra-
dation in performance due to overflow. Therefore, the total

average processing time given by Eq (53) is a major
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contributing factor in selecting the most appropriate coding

configuration.

Computational complexity is not a major contributing

factor in terms of implementation trade-offs in this inves-

tigation. Computational complexity of Viterbi decoding in-

.creases exponentially with the constraint length, but the

short constraint length 7 code used with Viterbi decoding is

very practically implemented. In addition, the Viterbi de-

* coded system parameters were not varied because they function

as a basis for comparison with the other sequential decoded

systems. Unlike the Viterbi decoder, sequential decoder com-

plexity doesn't substantially increase with constraint length.

However, it should be mentioned 3-bit soft-decision -Rquen-

tial decoding as implemented in this analysis, is more dif-

ficult to implement than hard-decision decoding (Ref 18:306).

The selection of the Viterbi decoded link versus the se-

quential decoded link for a satellite communication system

requiring a bit error probability < 10- 5 is not as "clear-

cut". Several considerations based upon the simulation re-

sults above must be addressed.

First, the trends of bit error rate vs Eb/NO performance

curves in Figures 45 and 46 show the difference in Eb/No re-

quired to obtain some bit error probability < 10- 5 becomes

increasingly small. Thus, time delays associated with decod-

ing a single bit may become the determining factor. Even

then, however, Figures 51 and 52 illustrate sequential
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decoder computational requirements get progressionally smaller

as E b/IN0 increases.

For example, averaging the number of computations per

bit for Eb/INo0 values near the theoretical limit of the sequen-

tial decoders in Figures 51 and 52, one obtains approximately

0.1 computations per bit. Using this value and Eqs (42) and

(53), the total bit processing time delay is given by

T = T D + (1.1) (0.1)T H (56)

=TD + .11TD H

where

T D = time delay associated with the decoded path memory
length

T TH = cycle time required to complete one search in the
sequential decoder

Given the hardware/software decoder has a search time,

T = 10 ms ,the K = 30 sequential decoded system has a

total average time delay

T = 0.055 + .11(.010)

= 0.056 sec

and the K =25 sequential decoded system has a total

* average time delay

* T = 0.046 + .11(.010)

= 0.047 sec
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Comparing these two values with the Viterbi decoder time de-

lay, T = 0.013 sec ,the bit processing time delay of the

sequential decoders becomes less significant.

The third consideration, and possibly the most important,

is the performance gain of the sequential decoded link over

the Viterbi decoded link in the slow amplitude fading channel

illustrated in Figure 47. To obtain a bit error probability

< 10- the Viterbi decoder performance curve indicates much

larger values of Eb/No are required compared to the steep

sequential decoder performance curves.

Fourth, Figure 4 in Chapter II shows slow fading is the

A, dominant degradation effect for EHF links, at least in terms

of time duration. For example, a scintillated channel oper-

ating at 20 GHz with a signal decorrelation time,

To 0.16 sec ,can degrade link performance approximately

25 minutes after a single detonation. But a moderately slow

fading channel with To0 = 0.05 sec and a moderately fast

fading channel with To = 0.016 sec will provide moderate

to severe phase and amplitude fading lasting 8 minutes and

2.5 minutes respectively. Even slower fading channels

(.16 < T < 0.9 sec) are potential threats to EHF links and

can last as long as one hour after a nuclear detonation (Ref

12A8-12).

Based upon the considerations above, the sequential de-

coded links evaluated in this analysis become more competi-

tive with Viterbi decoding for links requiring bit error
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rates < 10-5 A s a result, choices for either system may

~ depend upon ease of implementation of 3-bit soft-decision se-

quential decoding, potential overflow problems, ease of de-

coded bit synchronization, and message error-rate character-

istics.
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Chapter IX. Conclusions and Recommendations
Conclusionsi : Conclusions

The goal of this project was to determine the perform-

ance and implementation trade-offs between a short convolu-

tional code using Viterbi decoding and long convolutional

codes with sequential decoding in undisturbed and signal

scintillation fading conditions. A major part of this task

involved the development of a sequential decoder subroutine

for the AFWL FSK-PSK Link Performance Code. Using this code,

performance results for the two convolutional encoded systems

were generated through detailed digital simulations of a 2400

bps, differentially coherent binary phase-shift-keyed satel-

lite communications link.

The comparative analysis between the channel encoded

systems was based upon the implementation of a rate 1/2,

constraint length 7 code with Viterbi decoding; and two long,

rate-1/2 codes with constraint lengths 25 and 30 using sequen-

tial decoding. Performance results were obtained in terms of

bit error probability versus received bit energy-to-noise

density ratio. In addition, implementation trade-offs be-

tween the Viterbi and sequential decoded systems were anal-

yzed in terms of potential decoder induced time delays and

relative performance gain.

The results obtained for the Viterbi decoded and sequen-

tial decoded link performance assessment are stated as follows:
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1. In general, link simulation performance results

showed long constraint length codes (K- 25 to 30)

*with sequential decoding did not provide any signi-

ficant performance improvement over the short con-

straint length code with Viterbi decoding.

2. The 2400 bps, DBPSK satellite link with Viterbi de-

coding outperformed the sequentially decoded links

in the additive white Gaussian noise channel for

bit error probabilities greater than 10- 5 .

3. In the moderately fast and moderately slow scintil-

lated signal fading channels, the Viterbi decoded

link again outperformed the sequential decoded sys-

tems for bit error probabilities greater than 10-5 .

4. In slow scintillated signal fading channels the se-

quential decoded links were outperformed by the

Viterbi decoded systems for bit error rates greater

than 2.5 X 10- 5  . However, as the sequential de-

coded links approached their theoretical limits of

performance t e Viterbi decoded link advantage went

away. Results showed the sequential decoded links

outperformed the Viterbi decoded link for bit error

probabilities less than 10-5 in slow fading conditions.

5. Sequential decoder computations required to decode

a single bit of data caused longer decoder bit pro-

cessing time delays in comparison to the Viterbi

decoded link for bit error rates greater than 10- 5 .
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This was the case for both the undisturbed and

scintillated channels.

Rscuuundations

Several follow-on efforts became evident as a result

of the work performed during the period of this thesis.

Potential future projects using the FSK-PSK Link Performance

Code are listed below.

1. investigation of sequential decoder performance im-

provement when design parameter values, such as,

the initial threshold, threshold increment, and in-

teger symbol metrics are varied.

2. Analysis of performance and implementation trade-

of fs of rate 1/3 short constaint length codes with

Viterbi decoding and-rate -1/3 long constraint length

codes with sequential decoding. This project would

also involve a search for good rate 1/3 convolutional

.1 codes.

4-3. Characterization of sequential decoder performance

for other convolutional codes. This project would

entail developing a data base on the performance

of sequential decoded systems for various convolu-

tional codes with rates 1/2 - 1/8 and constraint

lengths 10 - 32. This assessment could be performed

for the additive white Gaussian noise and scintil-

lation channels.
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4. Examination of sequential decoder performance

when the decoder is forced to make an output bit

decision after so many bit computations have taken

place. Here, the investigator would be required to

make slight modification to the current sequential

decoder subroutine.

5. Performance assessment of sequentially decoded links

in extremely slow fading conditions for signal de-

corrleation times between 0.5 and 1.0 seconds. A

major part of this project would involve finding an

optimum synchronous interleaver in the sense of

maximum randomization of burst errors with minimal

interleaving/deinterleaving induced time delay.

* 6. Quantification of Viterbi and sequential decoded

message error rate performance for the undisturbed

and scintillated channels . Message error probabil-

ities are particularly important to satellite com-

munication systems which require minimal message

erasures. In several of the link simulations per-

formed in this thesis, the sequential decoded message

error rate performance was competitive with the

Viterbi decoded message error rate performance.

.4%
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Appendix A: FSK-PSK Link Performance Code User's Manual

Overview of FSK-PSK Code

The FSK-PSK Link Performance Code was designed, coded,

and run on a Digital Vax 11/780 using VMS compiler version

2.5 and 3.0. Code is written in Fortran 77, and consist of

two main programs along with several subroutines for simula-

tion of a digital satellite communications link.

Generation of the Data File Overview

1. Data file is set up in a standard card format, 80

characters long. Refer to Figures A.1 and A.2.

2. All input parameters, option numbers, and etc., must

be typed all the way to the right of the designated

space except in the case where a decimal point is

used in the numerical expression.

3. Data File contains the receiver design parameters,

and received signal parameters to be used as input

data for any given link simulation.

4. Card or row number must be typed into the first

column of each data file row. This row number iden-

tifies the kinds of parameters to be inputted into

*4~ ~ the program. Refer to Figures A.1 and A.2.

5. Although data files are typically generated on an

interactive terminal, data file rows will be re-

I ferred to as cards.
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PSI Data rile

card Or, Simulation Options -1

Columns 2-10: Case Number

Function: Any convenient number-to identify the
output. Useful if user intends to run
several cases. (-) in front of case num-
ber implies the next case will use the
same message text found on the following
card.

Columns 11-20: Trial Selection

Function:- For a-normal-job- type- -0 in column 20.
- (-n) is used when user desires to change

the random number seed value. (n) is
the new random number value. In general,
it is better to use 0 here.

Columns 21-30: Print Option

Function: A 0 is normally used here. By typing
a 0 in column 30 the output will in-
form the user when the demodulator loses
lock of the signal being simulated.
That is, it tells what the demodulator
did during any part of the simulation.
it is suggested a 0 be used here.

A (-n) turns off the message indicating
that the PC, PLL or anything else has
lost lock in the demodulation process.
This option is not usually used.

A (+n) provides extra detailed informa-
tion on the demodulator operation.

Columns 31-40: Number of Text Characters (1-80)

Function: Specifies the number of text characters
in one line of message text. Title or
message text can contain a maximum of
80 characters. Each character is inter-
preted in the simulation as a 6-bit
ASCII Character.

Spaces are considered characters.
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A negative sign (-) in front of this
number prevents received messages from
being printed onto the output file.
This option becomes useful when the user
is limited in file space on the disk and

wishes to keep his output files down to
a minimum.

Printing the messages, however, is very
useful for analyzing the nature of re-
sultant, bit, character, and message
errors.

Columns 41-50 and 51-60: Random Number Seed

Function: Random numbers are needed for producing
a noise sequence. Using the same ran-
dom numbers for each case provides con-
trol over what noise sequence is used.
Any two random numbers can be selected.
They must be interger numbers.

Columns 61-70: Simulation Length (sec)

Function: This quantity is the desired message
transmission time. Link simulation
times for the AWGN channel are typically
determined by the number of bits, frames,
message lines or characters which will
provide appropriate error statistics.
In scintillated channel conditions thesimulation time is based upon a neces-

sary condition to process 300 to 500
decorrelation times, T 0

Considerations: Key considerations for determining the
link simulation transmission time:
1. 6 bits/character
2. Time to transmit one message,

Tm = (No. of Message Text Characters)(6 bits/Character)
Data Rate

3. When interleaving and coding is used,

Simulation Time Interleaving Time Delay+Decoder Time Delay
+ (No. of messages desired)TM

@m
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Card #2

Columns 1-80: Title/Message Text

Function: An English language message is typically
used because a greater variety of char-
acters better demonstate link perform-
ance. However, the message text can
utilize any desired character arrange-
ment.

Card #3, Modulation/Interleaving -2

Columns 2-10: Data Bit Rate (bps)

Columns 11-20: Sampling Rate (Hz)

Function: At a minimum, the Nyquist sampling rate
should be used. That is, a minimum of
2 times the data bit rate for uncoded
links or 2 times the encoded symbol rate
for convolutionally encoded links. On
the link simulation output results this
value is referred to as the A/D sampling
rate.

Columns 21-30: Bits per Frame (bits)

Function: This value enables error statistics to
be listed in the ou rfut in terms of
frame error rate, block error rates,
packet error rates, and so on.

Columns 31-40: Carrier Frequency

Function: Any carrier frequency (UHF-EHF) can be
specified in Hz.

Columns 41-50: Differential Encoding/Decoding

Function: A value of 0 implies no differential
encoding of data is desired. A value
of 1 implies the user wishes to imple-
ment differential encoding for coherent
phase-shift-keyed modems, i.e., BPSK,
QPSK, and offset QPSK. With this scheme
a differential decoder is implemented
directly after the Viterbi or sequential
decoder. A value of 2 is used for nor-
mal differentially coherent phase-shift-
keyed modems, e.g., DBPSK and DQPSK.
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Columns 51-60.and 61-70: Synchronous Interleaver
Parameters

Function: N2 is chosen with respect to the maximum
fade duration the user wants to inter-
leave over. NI is chosen with respect
to the decoder path memory length. A
detailed discussion of how these para-
meters are selected is given in Chapter
VII. In general, an optimum synchronous
interleaver can be implemented by select-
ing N2 and N1 to satisfy the following:

N1 > (A-I)

where the factor 4 is the minimum num-
ber of code constraint lengths over
which errors should be uncorrelated, R
is the code rate and K is the code
constraint length.

N2 > (RD/R)TO , (A-2)

where RD is the uncoded data rate and
T~o is the signal decorrelation time or
inverse of the signal fading rate. In
addition, N2 > 2N1 is required and N1
and N2 must be relatively prime (N1 and
N2 must not contain any common factors).
The output will indicate if N1 and N2
aren' t relatively prime. Common values
for N2 and N1 are given below as

N2 = 133

N1 = 61

N2 = 399

N1 = 61

when N, = 61 , largest value of N 2
can be is 900. If N1 = 59 , however,
N2 can be as large as 931. Interleav-
ing can be disabled by setting

N2 =N 1 =1
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Card #4, Coding Parameters -3

"'. -Columns 2-10: Modulation Type

Columns 11-20: Convolutional Code Rate

Function: Convolutional code rate, R , is se-
lected by inserting the number of de-
sired modulo-two adders, where
R = 1/(No. of Mod-2 Adders) .

The following code rates can be imple-
mented: 1/2, 1/3, 1/4, 1/5, 1/6, 1/7,
and 1/8. To disable coding, set the
number of modulo-two adders equal to 1.

Columns 21-30: Convolutional Code Constraint Length

Function: Typical convolutional code constraint
lengths for Viterbi decoded link simu-
lations are, K = 3 to 8 . Sequential
decoded links use code constraint

*. lengths, K = 10 to 32

Columns 31-40, 41-50, and on

Card #5, Columns 1-10, 11-20, 21-30, 31-40, 41-50, and 51-60:
Modulo-Two Adder Connection Patterns

- Function: Modulo-two adder connections must be pro-
vided in decimal. Link simulation out-

-' puts provide the modulo-two adder con-
nections in octal.

Card #4
.4,

Columns 51-60: Number of Quantization Bits

Function: Number of quantization bits can be
specified for soft-decision decoding.

1 - Hard decisions
2 - 4 level quantization
3 - 8 level quantization

Columns 61-70: Decoder Path Memory Length (bits)

Function: Decoder path memory length specifies, the
number of decoded bits a decoder must
process before an output bit decision
is made.
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Card #6, AGC Parameters -4

Columns 2-10: AGC Time Constant

Typical Values: 1.0 sec and 10.0 sec

Columns 11-30: Leave Blank

Columns 31-40: OQPSK Lock Detection Time Constant (sec)

Columns 41-50: OQPSK Lock Detection Threshold

* Disable Function: When not using OQPSK, set lock de-
tection time constant and threshold to
0.0 .

Columns 51-60: Leave Blank

Columns 61-70: AGC Type

Types: 1 = coherent

2 = envelope
3 = square-law

Card 7, PLL Parameters -5

Columns 2-10: PLL Bandwidth (Hz)

Typical Values: 21 Hz, 175 Hz

Columns 11-20: PLL Damping Factor

Typical Values: 1-For 2nd order PLL only.

Columns 21-30: PLL Order

Permitted Values: 1, 2, or 3

Columns 31-40: PLL Lock Detection Time (sec)

Typical Values: .025 sec with PLL bandwidth = 200 Hz
.25 sec with PLL bandwidth = 20 Hz

1 sec with lower PLL bandwidths

Columns 41-50: PLL Lock Detection Threshold

Typical Values: .1 - .25

Columns 51-60: Leave Blank

Columns 61-70: PLL Type

-..- Types: Costas and Power-Law
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Card #8, AFC Parameters -6

Columns 2-10: AFC Loop Bandwidth (Hz)

Typical Value: 3.0 Hz

Columns 11-20: AFC Damping Factor

Typical Value: 1.0 Hz

Columns 21-30: AFC Order

Permitted Values: 1 or 2

Columns 31-40: AFC Lock Detection Time Constant (sec)

Typical Value: 1.0 sec

Columns 41-50: AFC Lock Detection Threshold

Typical Value: 0.15

Columns 51-60: Leave Blank

Columns 61-70: AFC Switch

" '"Function Of Values: 0 - PLL detection circuit turns AFC
on when phase lock is lost, i.e., AFC is
operated automatically by PLL.

-1 - AFC is turned off
+1 - AFC is turned on (used with nonco-

herent demodulation)

Card #9, Signal Dynamics Parameter -8

Columns 2-10: Mean Eb/No (dB)

Function: Desired bit energy-to-noise density
ratio for a given link simulation.

Columns 11-20: Total Electron Content (el/m2)

Function: Total electron content the simulated
signal would propagate through to induce
signal absorption and attenuation
effects. To disable type 0

Columns 21-30: Phase shift

Function: Initial phase shift or error between
the receiver's local oscillator and the

•:.' .received signal. To disable type 0
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Columns 31-40: Frequency Shift (rad/sec)

Function: Initial frequency error between receiver's
local oscillator and the received signal.
To disable type 0

Columns 41-50: Frequency Rate (rad/sec)

Function: Rate at which the frequency is changing
as might occur from doppler effects. To
disable type 0

3
Columns 51-60: Jerk (rad/sec)

Function: Rate at which the frequency-rate-of-
change, is occuring. Jerk is typically
associated with a changing doppler rate
due to vehicle acceleration. To disable
type 0 .

Columns 61-70: Jerk Duration (sec)

Function: Time 4uration of vehicle acceleration.
To d,4:ble type 0

Card #10, Signal Propagation -9

Columns 2-10: Scintillated or AWGN Channel Selection

Function: For an undisturbed or additive white
Gaussian noise channel type 0 . If
a scintillated signal channel is desired
type +1

Columns 11-20: Multiple-Phase-Screen Realization No.

Function: Leave blank if evaluating an AWGN
channel. If a scintillated channel is
simulated always type 1

Columns 21-30: MPS Offset (sec)

Function: Leave blank if simulating AWGN channel.
This value allows this simulation to
start at any point in the MPS realiza-
tion. Typical value is 0
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Columns 31-40: MPS Time Interval (sec)

Function: When using the MPS signal realization,
the value of To is determined by this
value of MPS At (time interval) as
follows:

At L L~T

where Ax is the MPS grid resolution,
and 1o is the signal decorrelation
distance measured in the MPS realization.
Values of Ax and 1o for the two
realizations (data files) for this code
are shown below.

1. MPS Realization Case 8091:
1 o = 113.6 meters
Ax = 1.83105 meters

2. MPS Realization Case 8143:
1o = 5.74 meters
Ax = 1.83105 meters

Columns 41-70: Leave Blank0

Card #11, MPS File Name

Function: Do not include this card if AWGN channel
is simulated.

Columns 1-26: 8091POW.REL or
8143POW.REL

Card #12, Termination of Input Data

Function: A zero or blank in column 1 of this card
terminates input data for each case.

FSK Data File

Card #1, same as above.

Card #2, same as above.

Card #3, same as above.

Card #4, same as above.
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Card #5, same as above.

Card #6, AGC Parameters -4

Columns 2-10: AGC Charge Time Constant (sec)

Typical Value: 1.0 sec. To disable (turn AGC off) type
a very large number like 1 X 10 0

Columns 11-20: AGC Discharge Time Constant (sec)
Typical Value: 1.0 sec. To disable type a very large

number.

Columns 21-30: AGC Maximum Voltage Gain

Typical Value: 50

Columns 31-40: AGC Minimum Voltage Gain

Typical Value: 0.02

Columns 41-50: AGC Feedback Gain Factor

Typical Value: 40

"" Card #7, same as Card #8 above.

Card #8, same as Card #9 above.

Card #9, same as Card #10 above.

Card #10, same as Card #11 above.

Card #11, same as Card #12 above.

Performing a Link Simulation on Digital VAX 11/780 Using VMS
Compiler

1. Compile all FORTRAN Routines except the main PSK
and FSK programs using the command 'FORTRAN'

2. PSK Link Simulation with Viterbi Decoding
a. Generate PSK Data File, i.e., PSK.DAT;

(some version #)
b. FORTRAN PSK.FOR;1
c. LINK PSK, CPSK, DPSK, CGAUSS, DCODE1, ERFC,

SHUFL3, SHUFL4, SIGFSL, SIGMDL, SIGMPS, SIGNAL
d. RUN PSK
e. After simulation is completed, Type PSK.OUT;

03 (some version #)
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3. PSK Link Simulation with Sequential Decoding
* ,a. Generate PSK.DAT;#

b. FORTRAN PSK.FOR;2
c. LINK PSK, CPSK, DPSK, CGAUSS, DCODE2, ERFC,

SHUFL3, SHUFL4, SIGFSL, SIGMDL, SIGMPS, SIGNAL
d. RUN PSK
e. TYPE PSK.OUT;#

4. FSK Link Simulation with Viterbi Decoding
a. Generate FSK.DAT;#
b. FORTRAN FSK.FOR;1
c. LINK FSK, MFSK, CGAUSS, DCODEl, SHUFL3, SHUFL4,
d. SIGFSL, SIGMDL. SIGMPS, SIGNAL
d. RUN FSK
e. TYPE FSK.OUT;#

5. FSK Link Simulation with Sequential Decoding
a. Generate FSK.DAT;#
b. FORTRAN FSK.FOR;2
c. LINK FSK, MFSK, CGAUSS, DCODE2, SHUFL3, SHUFL4,

SIGFSL, SIGMDL, SIGMPS, SIGNAL
d. RUN FSK
e. TYPE FSK.OUT;#

-194%.
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Appendix B. Sample of Simulation Output for a

Scintillated Channel, T o 0.016 sec.i

POK NO. 827 27-AUG-82 17:11:43 SIMULATION LENGTH 41C) 2.25379[01

SIMULATION OF 2400 BPS DOM LINK WITH VITERSI DECODING .

RICEIVED DESIGN PARAMETERS
TYPE OF P3K MODULATION Dom DIFFERENTIAL ENCODING oPDK
PSK DATA SIT RATE (BPS) 2.460004+03 CONfOLUTIOWAL ENCOOING YES
SYMBOL SIT RATE

. 
(BPS) 4.S0000E+63 NUMBER DATA DITSIFRME 0o

AID SAMPLING RATE (HZ) 8.10000E.03 CARRIER FRESUENCY (NZ) 2.0006+lO

CODE CONSTOAI#T LENGTH 1 Nun" OF MO-i ADERS1 2
NO. SOFT-DECISION BITS 3 OCTAL CONNECT PATTERNS 133 171

INTERLEAVES PARAMETERS TYPE4(133.St1 DECODER PATH DATA BITU 31

ABC TIME CONSTANT (SEC) 1.00000E101 O095K LOCK DETECT (SEC) O.OOOOOE00

I L LCOP S.ANVWlOTN (4AZ) 0.0000100 AFC LOCP SANOwtOTH (HZ) 3.OOOOE+0
IP.L LOOP 2AMt.PNG FACTC* O.0OO00E10.0 AFC LOOP OAMP!4,A FACTCR 1.0000.|.00
PLL LCOP ODER 0 AFC LCCP ORCED 2

iIL LOC.f DIgTECT|N(SEC) O.00E00 AFC LOCK 0VTECTONi(D6C) !.O)OOEi*
PLL LOCKTHRESHOLD 0.000000 Aite LOCK THRESHOLD 1.500001-01
• P.LL LOOP CONF'IGURATION OF'F AFC SWAITCH POSITION ON

RECEIVED SIGNAL PARAMETERS

.AN VALUE OF I/Nmo() U.OOOOOE.0 MPS FILE 09PCN.IML
INTEGRATED T9C (EL/M2) O.00001.00 MPS IDENTIFICATION NO. 30I1
PHUE SHIFT (RADIANS) 0.00000E.00 MPS REALIZATION NUMSEW 1
IOREUENCY SHIFT (MAD/S) 0.O0000EO0 MPS TIME OFFSET (SEC) 0.00000E 00
PRVUENCY RATE (IMDISZ) 0.000006.00 MPS TI.mE INTERVAL(SEm. 2.38000c-04
FfrllxCY JERK (AD/83) 0.000006.00 MPS GRID INTERVAL () 1.83E1051400

JERK DURATICN (IEC) O.OOO00O0O MPS MAXIMUM TIME (SEC) 4.223811*00
NO. OF DFT PAEUUENCIES 0 NO. OF RPS FESUENCIEU I
FRIOUENCY SPACING (HZ) 0.00000E.00 MPS INPUT TYPE OPTION I

RADOn MUMSE SEED 57315 2308 OUTPUT OPTIONS 0 0
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*" 4 BEGIN SIMULATION *4*@

X - SIMULATION OF 2400 BPS DUPSE LINK .11M UITERN DECODING
X SIMULATION OF 2400 BPS DUPIK LINK WITH VITEiSI DESEDING

SIMULATION OF 2400 BPS DSPlK LINK WITH VITEi] 3ECODING
SIMULATION OP 2400 BPS DOPUK LINK 1ITH VITERSI DECODING.
SIMULATION OP 2400 BPS *SPSK LINK WITH VITERSI DECODING

X SIMULATION OF 2400 UPS OSPiK LINK WITH VITERiI DECODENG
SIMULATION OF 2400 UPS D0PSK LINK WITH VITERSI DECODING
SIMULATION OF 2400 BPS OSPSK LINK WITH VITERSI DECCDI.G.

X- SIMULATIMN O *400 UPS DIPSK LINK WITH VITESRi DECODING
SIMULATION OP 2400 BPS DSPSK LINK WITH VITESI ZECODING

X S!ULATION OF 2400 UPS DUPSK LINK MWITH VITEICI DECODING
SIMULATION OF Z400 BPS D6PUK LINK WITH VITERSI DECODING
SIMULATION OF 2400 BPS DUPSK LINK WITH VITERSI DECODING
SIMULATION OF 2400 BPS DUPSR LINK MIT* VITERNI DECODING
IMULATION OF 2400 BPS DIPS LINK WI1TH VITERSI DECODING
SIMULATION OF 2400 BPS OUPSK LINK WITH VITEISI DECODING
SIMULATION OF 2400 iPS DIPSK LINK WITH VITE.NI 3ECODING

I SIMULATION OF 2400 BPS DOMS LINK WITH VITERBI DECODING
SIMULArTIO OF 2400 BPV DfPSK LINK WITH VITUNI DEODING
SIMULATION OF 2400 UPS OSPSE LINK WITH VITERIM DECODING .
SIPULATION OF 2400 aPS DSPS LINK WITH VITENSI DECODING .
SIMULATTION OP 2400 BPS DBPSK LINK WITH VITERtI DECODING
SIMULATION OF 2400 UPS DWPIN LINK WITH VITE.RI DECOING

t*JLATION OF 2400 UPS DOPSK LINK WITH VITERSI DECODING
SIMULATION OF 2400 BPS 011P1 LINK WITH VITElSI DECODIN0
SIMULATION OF 2400 BPS 09PSK LINK WITH VITErli DECIDING

X SIMULATION OP 2400 BPS DlPK LINK WITH VITERSI DECODING 0 0
* SIMULATION OF 2400 UPS DUPSK LINK WITH VITERBI D=1DING..

-X SIMULATION OF 2400 UPS DSPSK LINK WITH VITE.RS DECOING
SINMULATION OF 2400 BPS ODPSK LINK WITH VITEPSI DEiCOING

-- X SIWJLATIN OF 2400 UPS *..h(Y'LINK WITH VITERS. DECOSOD
UIMULATICN OF 2400 BPS DfPUK LINK WITH VITERSI DECODING
SIMULATION OF 2400 UPS ODPIK LINK WITH VITER I DECODING.
SIMULATION OF 2400 BPS ODPIK LINK WITH VITEPSI DECODING
II:,%ULAT!ON OF 2400 UPS DVPSK LINK WITH VITERSI DECODING

X -I0%L0TZON40\I2400 UPS DUPSN LINK WITH VTERSI DECODIG
.MU:ULATION OF 2400 UPS UPFOK LINK WITH VITERFI DECODING

X l'ULATI."N OF 0400 BPS DPSK. LINK WITH VITE9I1 DECODING
SIMULATION OF 2400 BPS DOPEI LINK WITH VITERSU DECCODING
SIMULATION OF 2400 UPS DWPi LINK WITH VITERSI DECOD ING
SIMLATION OF 2400 BPS DUPSK LINK WITH VITERVI DECODING

* SIMULATION OF 2400 UPS OSPSK LINK WVI4 VITEQv.T 2ECCDIN .4
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h, JZ.LTO F Z4UO 6PS ZaPSK LINK 1. 1T o VI TERE! ZEC;03:NG

!,.iSI-LfLAT16N OF 2409 :PS D:PSK LINK WITH V!TERBI DEC3D:NQ.

%- SIMUL1ATION OF 2400 S 0 PS LINK WITH VITERSI 2ECC:NG
. ,X SIMULATION OF 2400 BPS DSPSK LINK WITH VITERSBI ZEZZITLNG

X SIMULATION OF Z400 BP DSPSK LINK WITH VtTERSI DECOING.
SIULAT:ON OF 2400 BPS DSPSK LINK WITH VITERSI DECCDING.

SIMULATION OF 2400 BPS DSPSK LINK WITH VITERSI DECODING
SIMULATION OF 2400 BPS DOPSK LINK WITH VITERSI EcoDiNG.

X SIMU!LLATION OF 2400 BPS ZSPSK LINK WITH.VITEPSI1 ZECOTLIG

X SIMULATION OF 2400 BPS OSPSK SKNK WITH VITERSI DECCOING.o
X SIMULATION OF 2400 BPS DBPSK LINK WITH VITEROI DEC-DING

S:MULATION OF 2400 BPS DOPSK LINK WITH VITERBI DECODING
,X SIULAT:N OF 2400 BPS DBPSK LINK WITH VK(WCI DECOOING

S MULATION OF 2400 BPS DOPSK LINK WITH VITERSI DECODING.
* K SIMULATION CF 2400 BPS D8PSK LINK WITH VITERDI DECODING .

X SIMULATION OF 2400 BPS DSPSK LINK WITXRKTERSI DECODING .
v -X SIMULATION OF 2400 BPS DBPSK LINK WITH VITERBI DECODINGO

X SIMULAZION OF 2400 BPS DSPSK LINK WITH VITERS DECODING .
SIMULATION OF 2400 BPS DBPSK LINK WITH VITERBI DECODING .
SIMULATION OF 2400 BPS DSPSK LINK WITH VITERSI DECODING .

X SIMULATION SF 2400 BPS DSPSK LINK WITH V'TE.BI DECODING .
SIMULATON OF 2400 BPS DOPSK LINK WITH VITERBI DECODING
SIMULATION OF 2400 8PS DOPUE LINH WITH VITERBI DECODING

X SIMULATION OF 2400 BPS DBP3K LINK WI3H VITER I DECODING
- SIMULATION OF 2400 BPS DBPSK LINK WITH VITERBI DECODING

SIMULATION OF 2400 BPS OSPSK LINK WITH VITERSI DECODING
SIMULATION OF 2400 BPS DBPSK LINK WITH VITERBI DECODING

x SIMULATION OF 2400 BPS DOP3K LINK WITH VITERBI!.ODING
SIMULATION OF 2400 BPS OSPSK LINK WITH VITERBI DECODING

X SIM*ULATION OF 2400 BPS 0DPSK LINK WITH FITERBI DECODING
SIMULATION OF 2400 BPS D0PSK LINK WITH VITERBI DECODING

.,SIMULATION OF 2400 BPS DSPSR LINK WITH VITERSI DECODING
SIMULATION OF 2400 BPS -DPSK LINK WITH VITERSI DECODING
SIMULATION OF 2400 BPS DGPSK LINK WITH FITERSI DECODING
SIMULATION OF 2400 BPS DPSK LINK WITH VITERSI DECODING
SIMULATION OF 2400 BPS OSIK LINK WITH VITERBI DECODING

SIMULATION OF 2400 BPS VPSX LINK WITH VITERBI DECODING
SIMULATION OF 2400 BPS DIPSE LINK WITH VITERBI DECODING

X SIMULATION OF 2400 BPS DPSK LINK WITH VITERBI DECODING
x SIMULATION OF 2400 BPS DOPUK LINK WITH &UORBI DECODING

SIMULATION OF 2400 BPS OSPSK LINK MITH VITERSI DECODING
X SIMULATION IF 2400 BP6 DUPSX LINKMWITH VITERSI DECODING
K SIMLATION OF Z400 BPS SPIE LINK WITH VITERSI DECODING
X SIMULATION OF 2400 PS DOPIK LINK WITH VTERBI DECODING
X SIMULATIOt OF 2NG0 BPS DOSU LINK WITH IVITERBI DECODING
X SIMULATION OF 2400 PS DUPSD LINK WITH VITERBI DECODING

SIMULATION OF 2400 BPS OSPSK LINK WITH VITERBI DECODING
X S:MULATION OF 2400 BPS DOPSK LINK WITH VtTERSI DIDCING
X SIMULATIEIN OF 2400 BPS DUPSK LINK WITH VITE/SC DECODING
KSIMULATION OF 2400 BPS D&PS3 LINK WITH VITERS! DECODING

SIMULATION OF 2400 BPS VEPSK LINK WITH VITERBI DECODING
X SIM UTION OF 2400 BPS DBPSK LINK WITH VITERBI DECODING .
K SIMULATION OF 2400 BPS DBPSK LINK WITH VITERSI DECODING

SIMULATION OF 2400 BPS DOPSK LINK MITH VITERSI DECODING .

X SIMULATION OF Z400 BPS DOPSKOLINK WITH UtTERSBI DECODING
X SIPULB)ION OF 2400 BPS DOPSK LINK WITH VITERBI DECODING .
X SIMULATION OF 2400 BPS DOPSK LINK WITH VITERSI DEG ING.

SIMULATION OF 2400 BPS DUPSK LINK WITH VITERSI DECODING .
X SIMULATION OF 2400 BPS DPSK LINK WITH VITERSI DECODING .
X SULATION OF 2400 UPS DUPSK LINK WITH VITERBI DECODING FOSIMULATION OF 2400 BPS DSPIK LINK WITH VITERBI DECODING

SIMULATION OF 2400 BPS DBPSK LINK WITH VITERSI DECODING
N SIMJLAT:CN OF 2400 BPS DOPSK LINK WITH VITETCY DECCDIG.

SIMULATION OF 2400 BPS DDPSK LiNK WITH VITERSI DECODING

X SIMULATION OF 2400 BPS DBPSK LINK WITH VITERBI DECCOINOK SI.-LATUON OF 2400 ?PS DP0K LINK WIT 4ITERBI DEC--.21
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A S: ;LLAT;:Z. OF 2400PUYS DOPSA LINK NITH VITC281 Df-DCOINGS:ULATICN OF 2400 BPS DSPSK LINK WITH VITE;2I DECD9ING.
" SIMULATION OF Z400 BPS DSPSK LINK WITH YlTiRst DED iL. LATON OF 2400 BPS DSPS9 LINK WITH V[TERSI DECODING

SIMULATION OF 2400 BPS DSPSK LINK WITH VITERBI DECODING
SIMULATION OF 2400 BPS DSPSK LINK WZTN VITERSI DECODING .

X S:M-I1NMCN OF 2400 aPS DSPS4 LINK WITH VITERSI DECCDING .
X SIMULATICN OF 2400 BPS DSPSK LINK W)W"VITERBI DECODING
X SIULATION OF 2400 BPS TGPSK L)NK WITH VITERBI DECODING

SIMULATION OF 2400 BPS DOPSK LINK WITh VITERBI DECODING
X S, LATIQN OF 2400 BPS DSPSK LINK WITH VITERS? DECODING /
X SIMULATION OF 2400 BPS DBPSK0<KNK WITH VITERBI DECODING
X SIMUSD:ION OF 3400 BPS DSPSK LINK WITH VITER8I DECCDING -

SIMULATION OF 2400 BPS DBPSK LINK WITH VITERBI DECODING
X SIMULATION CF 2400 BPS DSPSKfJNMK WITH VITERSI DECODING
X S!MULATICN CF 200 aPS DEPSK LINK WITH VITEVRI DECODING . H!

S IMULAT:ON OF 2400 BPS DBPSK LINK WITH VITERSI DECODING
SIMULATION OF 2400 bPS DSPSK LINK WITH VITERS1 DECODING
S:MULATION OF 2400 BPS DBPIK L:NK WITH VITERBI DECODING
SIMULATICN OF 2400 BPS DBPSK LINK WITH VITERSI DECODING
SIMLATICN OF 2400 BPS DSPSK LINK WITH VITERSI DECODING

X SIMULATICN OF 2800 BPS DSPSK LINK WITH VITERSI DECODI)>C.
SIMULAT:ZN OF 2400 BPS 3IPSK LINK WITH VITERBI DELJDING

4SULAT:CN CF 2400 BPS DPSK LINK WITH V;TERBI DECODING
SIrULATOCN OF 2400 BPS DIPSK LINK WITH VITERSI DECODING

tnUAT;01 (I 200 PS SPK L14 'AlVITERSI DECODINGSIMULATION OF 2400 BPS DBPSK LINK WITH VITERBI DECODING .

- :PUATION CF 2400 BPS OBPSK LINK WITH VITERSI DECODING .
SIMULATION OF 2400 BPS DOPSK LINK WITH VITER

DE400CLATCR ERROR SUMPARY SY'SOLS SITS C4ArS LINES FRA!E
TOTAL NO. RECE:VED 106182 50040 8340 136 52
TOTAL NO. IN ERROR '12775 283 131 49 39

4" ERROR RATE OBSERVED I.I9tt-0 5.258-03 1.571E-02 3.803E-01 S.923E-0I

4TATISTICAL EqQGR 9ATES MEAN "I" PAX
P. UNCODES DPSK 1.1879-01 3.594E-11 5.0008-01

TRACKING ERROR STATISTICS MEAN RMS SIGMA MAXIMUM
PHASE (RADIANS) -S.SZ9E 02 7.335E+02 2.4078+02 1.187E*03
FRERLENCY (HZ)- -4.3158+00 3.174EOt 6.1591 01 2.0319+03

1E*SURID SIGNAL STATISTICS MEAN ftIS SIGAI54 MINIMUM MAXIMUM
PHASE (SADIAX) 4.404940t 5.3611801 3.0E*0t -2.299E+01 1.027E+02
FmE3UENCT (HZ) 8.7379-01 4.429E+01 4.4261+01 -1.499E+03 1.512E+03
Ea/%0 AT INPUT 7.5926-00 09 1.004E+00
AGC LEVEL -3.5676*00 O8 NO. SAMPLES 21S364

SnD '-.A.S AT wo OF mum 31352 33516 ELAPSED T!ME 3755.594
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signal channel in receiving increasing interest.
This reportpresents an analysis of the performance and imple-

mentation trade-offs between short codes with Viterbi decoding
and long codes with sequential decoding in an additive white
Gaussian noise channel and a scintillation channel created by a
high-altitude nuclear detonation. Performance is provided for an
ER?, 2400 bps, DBPSK modulated satellite communications link in
terms of bit error rates and decoded bit processing delays.

Performance comparisons between the two convolutionally en-
coded systems show Viterbi decoding outperforms the sequentially
decoded link scintillated signal fading channels at bit error
probabilities greater than 10- 5. The Viterbi decoded link, how-
ever, loses its advantage over the sequentially decoded systems at
bit error rates less than 10- 5 in slow fading channel conditions.
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